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Introduction 1

Corporations are deploying an expanding array of information technology to 
improve competitiveness, exploit new market opportunities, and streamline 
operational costs. Computing styles have migrated from mainframe host-based 
to PC-based client/server, with an emerging trend toward thin client/web-
based styles.

Key issues facing IT organizations today include:

• How to reduce the operational costs of distributed computing

• How to manage increasing amounts of corporate data and support rapid 
user community growth

• How to make IT a strategic corporate weapon.

The Sun Ultra™ Enterprise™ 10000 server is a new class of systems designed 
to meet these and other IT challenges. The Enterprise 10000 is the only system 
which marries the ability to provide large-scale distributed user support with 
centralized management features to ensure improved service levels, while 
keeping costs under control.
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The Need for Simplified Management of 
Distributed Computing 2
Distributed computing has brought great benefit to corporations, but it has also 
created a tremendous challenge for IT organizations—how to manage complex 
distributed environments. According to Gartner Group, with the trend towards 
IT budgets migrating from the central IT organization into the business units, 
the central IT organization is increasingly being forced to manage highly 
distributed systems without the benefit of planning for deployability, 
manageability, and rapid expansion (Gartner Group, The Third Generation of 
Client/Server Computing, C/S: R-210-106, 26 September 1995)

Figure 2-1 The manageability of distributed systems decreases dramatically as user 
communities grow. Source: Gartner Group, Riding the Whirlwind: The 
Transformational Effects of Managing Distributed Systems, NSM: R-MGT-111, 
26 September 1996

Manageability

Number of Users
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In many organizations, the almost spontaneous growth of distributed 
applications has led to administrative complexity that is approaching 
unmanageable levels, and resulted in systems implementations with precarious 
stability. The need for centralized management is clear.

Figure 2-2 The effect of diminished manageability in distributed systems is rapidly 
rising management costs due to increased complexity. Source: Gartner 
Group, Riding the Whirlwind: The Transformational Effects of Managing 
Distributed Systems, NSM: R-MGT-111, 26 September 1996

As Gartner Group notes:

“. . .The number of servers and network change requests in many 
environments has become unmanageable, so many enterprises are 
looking to reduce the complexity through centralization. . . . IS 
managers are used to a more centralized approach in dealing with 
hardware and staff, and they are seeking ways to reduce costs and 
improve service, while establishing some control over distributed 
environments.” (Gartner Group, Minimizing LAN Costs, Improving 
Support, Yield Big Dividends, Point-To-Point, 26 January 1996)

The Ultra Enterprise 10000 server offers a means to reel in operations costs and 
mission risk by providing a consolidated and centrally-managed platform for 
distributed applications.

Management Cost

Number of Users
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The widely proclaimed cost-of-ownership advantages of LAN-based systems 
over the mainframe have not been borne out in many corporations because the 
superior price/performance of server hardware has been overtaken by 
increased support costs. Research into the cost of computing for the mainframe 
versus PC/LANs highlights the fact that the support costs are the major 
determinant of Total Cost of Ownership (TCO) in distributed environments.

Figure 2-3 Distributed systems have a very different cost profile than centralized 
systems due to the high management and support costs for distributed 
computing. Source: Gartner Group, Riding the Whirlwind: The 
Transformational Effects of Managing Distributed Systems, NSM: R-MGT-111, 
26 September 1996

Mainframe Cost Distribution
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28%

Hardware
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The recognition of the hidden costs associated with distributed systems 
management has been heralded as a reason to “return to the mainframe” by 
some. But realistically we know that the cost basis and inflexibility of 
mainframe systems combined with the lack of availability of new applications 
continue to drive an increasing trend towards open systems. What is needed 
then, is a way to keep the good attributes of each approach without the 
respective downside.

The ideal case would be a centralized computing resource that could enjoy the 
power and simplified management of the mainframe, while providing the breadth of 
application availability and client/server support necessary for distributed 
computing.

The Ultra Enterprise 10000 server marries the ability to provide large-scale 
distributed user support with centralized management features to ensure 
improved service levels, while keeping costs under control. It is the first open 
system to offer the means to provide multiple operational environments in a 
single managed system to meet the consolidation and recentralization needs of 
IS.
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How the Ultra Enterprise 10000 
Addresses Needs in the Data Center 3
The Ultra Enterprise 10000 system brings mainframe capabilities to the open 
systems world and sets a new standard for large-scale server manageability, 
availability, and performance.

• Manageability for distributed computing

Multiple user or application environments in a single system with Dynamic 
System Domains

Single administration point for multiple domains to simplify management 
complexity and slash administrative costs

System resources can be transparently reallocated from one department or 
application domain to another at a moment’s notice to meet unplanned 
demands or cyclic needs

• High Availability features for new mission-critical distributed applications

No single points of failure

System dynamically reconfigures after failure to remove failed components

Domains fully isolate users in a single system — other domains are not 
affected by a system crash in one domain

Systems are repairable and upgradeable while the system is running.

• Ιndustry-leading Capacity for the largest applications

Capacity to run the largest DSS queries or support thousands of OLTP users 
with a single system.

An Enterprise 10000 system can be upgraded to over 60 times its base 
performance in a single cabinet, without powering the system off.
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Manageability through Dynamic System Domains

Dynamic System Domains provide benefits similar to the mainframe feature 
known as “logical partitioning.” Domains provide both physical and logical 
partitioning of the system.

With domains, you can easily isolate different user populations or applications, 
but also dynamically reallocate your computing resources based on business 
needs, thereby providing you with better performance and more effective 
resource utilization for lower cost of ownership.

A single Ultra Enterprise 10000 system can be dynamically divided into as 
many as five smaller discrete servers and back. Any software errors and many 
hardware failures in a domain are confined to that domain and will not affect 
the rest of the Enterprise 10000 system.

Most importantly, you can administer all domains from a single point. Here are 
some examples of how domains benefit business applications.

Consolidated Servers for Cost Reduction

There is widespread industry interest in techniques for consolidating LAN 
servers to reduce support costs. According to Gartner Group research findings, 
“Significant cost savings can be achieved by consolidating LAN servers and 
centralizing certain support functions.”
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Figure 3-1 Support costs can be dramatically reduced by even modest server 
consolidation. Source: Gartner Group, Minimizing LAN Costs, Improving 
Support, Yield Big Dividends, Point-To-Point (PTP), 26 January 1996

Gartner's findings indicate that the benefits increase for larger consolidations, 
as well.

“In a significantly larger server consolidation—moving from 32 
distributed servers to six consolidated servers—the three-year 
savings total more than $3 million.” (Gartner Group, Minimizing 
LAN Costs, Improving Support, Yield Big Dividends, Point-To-Point 
(PTP), 26 January 1996)

The Ultra Enterprise 10000 server can play a unique role in 
consolidation—whether it be servers, applications, and databases. Because the 
Enterprise 10000 domains support consolidated management, and the 
Enterprise 10000 system capacity allows it to take on the processing burden 
that usually dictates multiple servers. Distributed client applications can be 
recentralized on the Enterprise 10000 to lower client hardware and 
management costs, while improving performance levels. There is also an 
industry-wide need to consolidate separate databases, especially in data 
warehousing environments.

Server Costs

Component Support Total
Costs Costs Costs

Distributed Six Servers Consolidated Two Servers
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Capacity Redeployment Based on Business Cycles

Domains can be employed to balance seasonal departmental processing 
requirements across the enterprise without maintaining excess capacity and 
underutilized assets. By using domains to reallocate system resources, a single 
Ultra Enterprise 10000 server can supply the peak needs of several different 
departments.

Figure 3-2 The ability to redeploy processing capacity based on business cycles lowers 
overall hardware expenditure requirements.

Many businesses have cyclic processing requirements that vary by department. 
However, in many cases, each department has stand-alone systems with idle 
capacity during non-peak periods. These needs can be mutually met with the 
Enterprise 10000 system domains. If, for instance, the peak load for order 
processing occurs in September, extra processors can be assigned to that 
domain to meet the needs of that department.

Later in the fall, as manufacturing organization needs increase, some of the 
resources previously assigned to order processing can be reallocated to meet 
that department's requirements. By using dynamic attach/reattach in 
conjunction with domains, this migration can be completed while the system is 
operational in a way that is transparent to both organizations.

Cost
Savings

September November

Order
Processing

Manufacturing

Aggregate 
Peak load

Departmental 
Peak loads

(Other systems must be 
configured to this level)

(Ultra Enterprise 10000 
with domains can be con-
figured to this level)
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Server Consolidation for Improved Availability

While the administrative merits of consolidation are well understood, many do 
not recognize the impact of multiple servers on combined service availability. It 
is a common practice for IT organizations to deploy dedicated servers for 
many services, such as file and print, to name a few. With the increasing 
complexity of corporate application environments users must rely on many 
services provided by multiple servers. This means that there are single server 
dependencies which can affect the ability of the end user to perform his normal 
work. This data from Gartner shows how severely a distributed multiple 
server solution can degrade availability based on the availability of a single 
server, especially when several servers are required for a given user activity.

Figure 3-3 Individual server availability may significantly impact service delivery in 
distributed application scenarios. Source: Gartner Group, Strategies to 
Increase LAN Availability, NCI: R-LAN-106, 23 September 1996.

If, for example, five servers are required, each with 99% availability, then the 
combined user availability falls to less than 95%.

The Enterprise 10000 improves availability over a multiple server solution 
while providing additional reliability, availability, and serviceability features to 
further improve overall application availability.
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High Availability and Serviceability Features

Many IT organizations are looking for ways to deploy distributed OLTP 
applications, but are concerned about the availability issues with LANs. The 
Ultra Enterprise 10000 offers features which allow IT to deploy distributed 
mission-critical OLTP applications while preserving high service levels.

According to Gartner Group,

“There are four high-level business trends that are pushing 
enterprises into providing high-availability computing or 24x365 
operation. These trends are: 

• The globalization of enterprise operations and thus enterprise 
networks 

• The increase in the use of remote computing for mobile and home-
based employees 

• The competition in many business segments, which has driven many 
enterprises to provide around-the-clock customer service 

• The attempt to ensure service stability for large numbers of 
distributed sites.”

(Gartner Group, Strategies to Increase LAN Availability, NCI: 
R-LAN-106, 23 Sept.1996)

To meet these needs, the Enterprise 10000 server provides the highest level of 
availability for open systems—without resorting to complex architectures like 
clusters or expensive fault tolerant systems. Availability levels of 99.95% can be 
achieved in a single system. The Enterprise 10000 achieves this with an 
architecture designed for high availability.

No Single Points of Failure

All system components down to the power cords are redundant, ensuring that 
no single hardware failure will prevent the system from doing useful work. 
Hardware failures will typically cause the system to crash, but it will quickly 
recover, thanks to journaling file systems and fast recovery features, and 
continue to operate in a degraded configuration.
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Dynamic Reconfiguration

Dynamic Reconfiguration is the process by which the system removes failed 
hardware from the system configuration and recovers to continue operation. 
For example, if a processor fails, it will note that failure by a process known as 
blacklisting, and return to operation without that processor. All other 
processors, and memory, and I/O controllers sharing the same system board 
are unaffected. Even in the unlikely even of a system backplane failure, the 
Ultra Enterprise 10000 can recover by dynamically reconfiguring out a portion 
of the system interconnect and rebooting in this new configuration.

Hot Swappable Components

All processors, memory, and I/O controllers can be hot swapped, to either 
remove them or add them, while the system operates. The dynamic 
reconfiguration feature allows activity on a system board to be quiesced while 
the rest of the system continues to perform useful work. Memory data is 
migrated to other boards, I/O is rerouted or transparently suspended, and 
processing is moved to other CPUs so that the board can be powered down 
and removed for service or upgrade. This means that the only downtime due 
to hardware failure is the system restart which dynamically reconfigures out 
the failure. Later, service personnel can use dynamic reconfiguration and hot 
swap to replace the component without loss of availability or additional 
downtime.

Domains Eliminate the Leading Cause of Server Downtime

Dynamic System Domains provide an additional benefit to minimize 
downtime. According to the Gartner Group, the most common cause of server 
downtime is planned hardware and operating system maintenance (Gartner 
Group, Strategies to Increase LAN Availability, NCI: R-LAN-106, 23 Sept.1996). 
The domains feature of the Ultra Enterprise 10000 system allows concurrent 
maintenance and production with full software isolation, with significant 
benefit to system availability—without resorting to purchasing two separate 
systems.



14 Consolidation and Recentralization with the Ultra Enterprise 10000 Server

3

Bringing High Availability to UNIX® for the Distributed Applications

Organizations may deploy multiple servers to help enhance overall application 
availability, because if one server goes down, another one can help support the 
workload. However, this drives up complexity and operational support costs. 
The Ultra Enterprise 10000 provides high-availability features in single server 
for simplified management.

Capacity for Large-Scale Applications

High-Volume OLTP

Until now, mainframes have been the systems of choice for supporting high 
volume, mission-critical OLTP. Open systems have delivered high MIPS, but 
haven’t always provided the balanced system architecture and I/O capacity to 
perform well with high-volume transactional processing. They have also 
lacked mainframe-class availability features. The Enterprise 10000 server was 
designed to provide a balanced architecture for the largest OLTP challenges.

With 32 low-latency SBus I/O channels and up to 12.8 Gbytes/sec of system 
bandwidth, the Enterprise 10000 can deliver tens of thousands of I/O 
operations per second to meet the largest OLTP needs. What this means is that 
the Enterprise 10000 can run large enterprise applications with a single 
database server and avoid the database partitioning headaches that many 
corporations face.

Large-Scale Decision Support

Open systems have often been the choice for data warehousing initiatives 
because of low entry prices, inexpensive DASD, and the plethora of decision 
support software applications available. The 64 UltraSPARC™ CPUs and 6.4 
Gbytes/sec of I/O bandwidth in the Enterprise 10000 server allow it to move 
massive data volumes and support the processing needed for complex queries. 
It can handle the largest queries and outperform exotic architectures like MPP, 
clusters, and NUMA, but without the implementation risks inherent in these 
unproven and more complex technologies.
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The Ultra Enterprise 10000 server has demonstrated linear scalability for DSS 
queries with popular databases and linear scaling for data mining applications 
from leading vendors. And the Enterprise 10000 server can support the largest 
Data Warehouses—into the 20Tbyte range today.

Figure 3-4 The Enterprise 10000, with its production-ready SMP architecture, can be 
configured for the largest OLTP and DSS problems that have previously 
been the realm of costly mainframes and exotic MPP architectures.

Most importantly, the Enterprise 10000 is a general-purpose system. It handles 
either transactional or large query applications with equal ease. In fact, with 
domains, you can configure both OLTP and DSS databases on the same system. 
This flexibility means that your investment is preserved because the 
Enterprise 10000 can easily accommodate changing processing needs as your 
business applications evolve.
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Capacity for Today and Tomorrow

New strategic applications like enterprise resource planning are driving up 
client/server OLTP transaction volumes. Companies have deployment plans 
which call for hundreds, even thousands, of users to come online in the next 12 
to 18 months. The Ultra Enterprise 10000 server allows you to start small and 
then upgrade the system as your needs increase, all the way to 64 processors, 
64Gbytes of memory, and 64 I/O controllers in the same chassis. No other 
shared memory system has this capacity. With other systems you have to pay 
for additional system chassis, power supplies and hardware infrastructure 
anywhere from two to six times as often as with the Enterprise 10000. With the 
Enterprise 10000, your investment is protected, and hardware cost of 
ownership is lower than alternative systems.

Figure 3-5 Hardware costs for the Enterprise 10000 are lower than other SMP systems 
which are forced to resort to multiple system solutions as user loads and 
performance demands increase.
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Nor do you need to struggle with the complexity and inefficiency of 
administering loads and data across multiple servers. In addition to lowering 
your hardware costs, you lower your operational costs, which studies have 
shown rise dramatically with each additional system you own and manage.

Figure 3-6 The operational costs for the Enterprise 10000 remain much lower than 
other SMP systems which are forced to resort to multiple system solutions 
as user loads and performance demands increase.

Capacity for Maximum Configurability

Most servers are designed to meet a small to mid-sized range of requirements. 
They are general purpose systems that meet the needs of a broad market 
audience. The Ultra Enterprise 10000 is different. It was designed specifically to 
meet the needs of the enterprise for large-scale problems.
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For example, the expansion capability of the Enterprise 10000 system is 
designed for full scalability in all areas. Because of the way each system board 
is built, with independently upgradeable CPUs, memory, and I/O channels, 
you can upgrade your systems in a balanced way. Unlike other systems, where 
capacity is limited by slot trade-offs, you can configure an Enterprise 10000 
system to full capacity: 64 processors, 64 Gbytes of memory, and 64 I/O 
controllers, at the same time.

Figure 3-7 Unlike other systems which have slot limitations, the Enterprise 10000 is 
designed to support the combined maximum configuration of CPUs, 
memory, and I/O boards.

In fact, every part of the hardware scales as the system grows. As you increase 
the power of the system, the capacity of the interconnect grows, as does the 
capacity of the power supplies, and so on.
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The Ultimate Single Server Solution

With 64-way everything, the Ultra Enterprise 10000 server has the capacity that 
is needed in the data center. Whether it is used as a single enterprise server, or 
morphed into several powerful smaller servers, the Enterprise 10000 can 
provide the transparent flexibility that is needed for today's data center 
challenges.
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Application Examples 4
The three application examples that follow illustrate the capabilities of the 
Ultra Enterprise 10000 server to meet different business and application needs. 
The first uses a typical implementation of SAP™ R/3™ to discuss the features 
of the Enterprise 10000 that support server consolidation in the enterprise, 
specifically the ability to consolidate multiple database servers and application 
servers.

Another application example explores the rapid growth in business 
intelligence applications and the burden they are placing on IT infrastructure. 
This example highlights the use of the Enterprise 10000 to recentralize DSS 
applications, by moving processing off multiple client machines onto a larger 
server system.

The third applications example investigates the challenges of consolidating 
mainframe databases in deploying customer data warehousing applications. It 
further details how the unique architecture of the Enterprise 10000 can provide 
the flexibility to meet the changing needs of the rapidly growing data 
warehouse in the enterprise.
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Application Example 1–Server Consolidation for Large-Scale SAP R/3 Deployments

Many businesses are migrating to large packaged enterprise resource planning 
applications like SAP R/3 which provide a comprehensive view of the business 
to all departments and help streamline operations. The compelling cost 
advantages of packaged applications over custom applications, along with the 
year 2000 issues and the desire to integrate all business units are fueling the 
rapid adoption of these applications.

However, with conversion costs in the millions of dollars, and the risk 
associated with rearchitecting the enterprise, implementations must be 
carefully planned to ensure their success. Because of its complexity and the 
number of users in large corporations, SAP R/3 requires powerful systems 
with high transactional query capacity. And businesses also need high 
reliability and availability for this mission-critical application. The capacity, 
partitionability, and high availability of Ultra Enterprise 10000 can uniquely 
meet the requirements of SAP R/3 deployments in large corporations.

Figure 4-1 Some corporations are forced to partition both SAP R/3 database and 
application servers to meet user loads. The Enterprise 10000 can act as a 
consolidated database and application server with excellent performance 
and simplified administration.

Enterprise
10000



Application Examples 23

4

Database And Application Server Consolidation

While most large R/3 installations are not yet fully in production, current data 
shows that database server capacity will be an issue for many corporations. No 
current system has demonstrated the ability to support more than a few 
hundred actual users without resorting to some form of multi-system 
architecture. Companies are being forced to segment the database server across 
multiple platforms to meet the user load requirements. The risk associated 
with this is an additional burden that IT organizations would rather avoid. 
Application server partitioning is a lesser technical issue, but drives up the 
overall management complexity and costs of the deployment over a 
consolidated alternative.

The Ultra Enterprise 10000 enables corporations to consolidate application and 
database servers. For mid-sized corporations, both application and database 
servers can be consolidated into a single Enterprise 10000 system. For the 
largest corporations, a single Enterprise 10000 database server and separate 
application server can be implemented to still avoid database partitioning. The 
Enterprise 10000's capacity enables you to consolidate many application 
servers onto a single physical machine. And this capacity also means that your 
R/3 deployment can easily grow to support many more simultaneous users 
than before.

One Platform For Production, Development, And Training

You can also avoid the need to maintain separate platforms for development, 
training, and production, by deploying development and training domains on 
the Enterprise 10000. And development system crashes cannot impact the 
production domain. Since training is not always needed continuously, its 
system resources can be combined to assist development of production uses as 
appropriate, as can development domains.
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Application Example 2–Recentralization of Corporate Business Intelligence Services

Businesses have recognized that rapid responses to changes in business climate 
and competitive pressures are key to success. One of the strategies employed is 
to empower a broader user community to analyze data and make decisions as 
needed with business intelligence applications like DSS, EIS, OLAP, and data 
mining systems. Recent Gartner Group findings expect the deployment of 
business intelligence applications to continue to increase dramatically in U.S. 
corporations.

Figure 4-2 Research findings project dramatic increases in the number of business 
intelligence application users in corporations Source: Gartner Group, 
Business-Intelligence Deployment Strategies, OIS: R-BI-131, 26 September 1996.

Fat Clients

As a result, many companies find themselves deploying more and more 
complex distributed applications on PCs and small servers. Business 
intelligence applications require a great deal of processing power and are data-
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intensive, driving up the costs of support and requiring frequent CPU and 
memory upgrades. Even low-cost packaged OLAP application acquisition and 
support costs are high when multiplied by an increasing number of clients.

And often, the analysis complexity is artificially limited by constraints on the 
power available on the user's desktop. With client processing and storage 
limitations, the user rapidly learns not to ask the most meaningful questions to 
address his business needs, but rather to ask questions that can be answered in 
a reasonable amount of time based on his available processing resources.

Network Bottlenecks

Business intelligence applications return large result sets to the client, 
sometimes resulting in network bottlenecks, increasing the amount of local 
storage required, and exacerbating the already overwhelming network backup 
requirements.

Application Recentralization with the Enterprise 10000

The Ultra Enterprise 10000 server has the capacity to support the 
recentralization of DSS applications for better performance at reduced cost. 
This is implemented in a three-tier client/server application architecture.

A three-tier client/server architecture is comprised of data, business logic, and 
presentation layers, differing from the traditional two-tier model which does 
not differentiate between the application logic and presentation layer. The 
three-tiered model has gained increasing favor for its manageability and 
scalability. Many current business intelligence applications support this 
architecture.
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Figure 4-3 The Enterprise 10000 can enable recentralization of client applications for 
improved user performance and reduced costs to IT.

The key to the recentralization is the migration of the business logic tier to the 
server. The Enterprise 10000 system logically acts as the upper two tiers by 
providing both the database and application logic, while maintaining the the 
presentation layer on the client. By retaining the database and application logic 
in a single server, bulk data no longer needs to flow over corporate networks, 
benefiting all network users.

Recentralized applications can also exploit the parallel processing capacity of 
the Ultra Enterprise 10000 system to rapidly scan large quantities of data and 
analyze result sets. Faster processing allows the end user to more rapidly 
perform ad hoc queries based on the results of his previous query. The ability 
to quickly iterate through multiple queries based on new information is key to 
successful use of decisional applications.

While the users enjoy faster turnaround because of their ability to exploit the 
parallel query performance of the Enterprise 10000, the greatest benefit is to IT, 
as noted by the META Group (1996 Open Computing & Server Strategies 
META Trends, 6/21/96):

“As C/S applications and deployment styles mature, application 
control will gradually migrate to servers. By 1997-98, ‘fat server’ 
will dominate ‘fat client’ as the preferred IT architecture, enabling 
lower-cost C/S applications, encouraging broader use (1998/99) of 
clients with ‘skinny’ footprints (e.g., mobile and Web browsers)...”
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Centralized application logic enhances manageability. Users no longer require 
large local data sets for processing, resulting in simplified data backup and 
recovery. And importantly, now users can readily share query result sets and 
reports without resorting to hardcopy.

For the key emerging application of data mining, an application domain can be 
created to perform the data mining analysis without interfering with the 
normal interactive user query processing. The implementation of data mining 
and the performance implications for the Enterprise 10000 are detailed in a 
whitepaper entitled Scalable Data Mining with Sun Ultra Enterprise Servers.
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Application Example 3–Mainframe Database Consolidation for Data Warehousing

Corporations are increasingly recognizing that data gathered about its 
customers is one of its most important competitive advantages. Unfortunately, 
customer data is often kept in many isolated mainframe databases that are 
organized by product line only, making it impossible to view customer data in 
a holistic fashion. Without a consolidated view of customer data, it is almost 
impossible to answer important business questions about the customer base to 
develop cross-selling or household-based marketing strategies.

Many businesses are implementing customer data warehouses to centralize 
customer data and enable effective analysis by decision support applications.

Data Warehouse Deployment Issues

Most have opted for a UNIX®-based open systems implementation for their 
data warehouse because of merchant database and DSS applications 
availability, compelling MIPS and DASD cost advantages, and the superior 
network connectivity found in open systems.

However, corporations are finding the decision regarding the hardware and 
RDBMS platform for data warehousing to be relatively simple compared to the 
complexity of integrating sometimes more than a dozen standalone databases 
spread across numerous mainframes. While there are clear advantages to 
creating a consistent enterprise view of customer data for all organizations, 
recent research has noted that some organizations have experienced difficulty 
in deploying enterprise data warehouses. The complexity of developing a 
consolidated enterprise data warehouse, coupled with the dynamic 
requirements of business users, can obsolete a data warehouse before it is 
implemented if the development cycle is too long and the result inflexible. It is 
also difficult to gain funding for a large-scale data warehouse without the 
ability to demonstrate the ROI, perhaps with a pilot project that targets a 
specific area of use.

The solution offered by some is to implement small project-specific data 
warehouses, known as data marts. These implementations have a shorter 
development cycle and can be tailored to a specific business need, with 
demonstrable value to the bottom line. Industry observers are also quick to 
note, however, that multiple data marts suffer from the same management and 
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disaggregation issues that the data warehouse was designed to correct. A 
consolidated enterprise view of customer data is in fact necessary to maintain 
the data mart data over the long term.

The emerging trend is towards a multi-tiered data warehouse architecture 
which employs data marts supplied from a consolidated database. When 
implemented in a staged fashion, this strategy offers both the benefit of the 
low-cost, quick ROI of the departmental data mart, and the consistent 
enterprise data view necessary to ensure maintainability and long-term value 
to the overall corporation.

Database Consolidation with the Enterprise 10000

The Ultra Enterprise 10000 server supports the needs of customer data 
warehousing and data mining applications with its capacity to rapidly analyze 
massive amounts of data in conjunction with the unique ability to partition 
and redeploy resources to support a growing and evolving data warehouse 
architectural implementations.

Data Mart Consolidation

With Enterprise 10000 systems, IT can easily implement a multi-tiered data 
warehouse architecture that can readily move through the implementation 
phases from pilot to multi-departmental production.

Figure 4-4 Data marts can be easily implemented as an Enterprise 10000 system 
domain.
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The initial pilot project is likely to be a marketing data mart which targets a high profile 
need within the corporation.

Figure 4-5 Additional tiers in the data warehouse architecture can be incorporated as 
needs grow.

As the project succeeds, a new domain can be deployed to begin developing 
the consolidated enterprise data view to support additional data marts. This 
domain will employ a separate database which will evolve to the primary 
database for updates from the mainframe product databases.

Figure 4-6 Additional data marts can also be easily added.

New and changing requirements can be incorporated easily by implementing 
the architecture in a phased multi-tiered fashion with the flexibility of domains 
on the Enterprise 10000 system. 
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Figure 4-7 The Enterprise 10000 can simplify implementation and management of a 
multi-tiered data warehouse architecture with an enterprise warehouse that 
feeds departmental data marts.

Additional data marts can be incorporated by repartitioning the system 
resources and adding more processing power and storage as needed.

Customer Data Warehousing with the Enterprise 10000

Figure 4-8 Dynamic system domains in the Enterprise 10000 can be deployed as 
replication points for mainframe data to rapidly implement a customer data 
warehouse architecture.
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Some financial institutions are using domains to consolidate mainframe 
databases into a customer data warehouse. In this case, they are setting up 
domains for purposes of database replication and using virtual warehousing 
applications to present a consolidated view of the multiple databases for 
customer relationship management applications. The Enterprise 10000 server is 
more simple to manage and deploy than other virtual warehouse alternatives 
that require complex middleware residing on many platforms.

Data warehouses must remain flexible and dynamic to be successful and meet 
ever changing user needs. The Enterprise 10000 server facilitates unique 
methods of implementation which simplify migration of databases from legacy 
systems into easily managed data marts and help establish a scalable data 
warehousing infrastructure that will ensure long term value to the corporation.
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Conclusion 5
Corporate computing styles have migrated from centralized host-based 
computing to highly distributed PC-based computing over the last decade. 
New highly-sophisticated strategic applications are being deployed at a 
dizzying rate to meet the competitive challenges in the marketplace.

However, the rapid expansion and rising costs of IT infrastructure in 
companies have forced them to look closely at how efficiently their current 
computing solutions meet their business needs. Companies are increasingly 
recognizing a compelling need to consolidate and centralize management of 
systems and data while supporting an increasingly distributed user 
community.

The Ultra Enterprise 10000 server is a general-purpose solution for high-end 
computing with the capacity and manageability to reduce the complexity of 
your computing environment. It can provide you with a highly flexible 
solution to your business’s changing computing needs, both current and 
future.
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