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Preface

The Sun StorEdge Availability Suite 3.1 Point-in-Time Copy Software Administration and
Operation Guide is intended for use by the administrator of the system on which the
point-in-time copy software is installed, or by qualified Sun technical personnel.

Before You Read This Book

In order to fully use the information in this document, you must have thorough
knowledge of the Solaris™ operating environment.



How This Book Is Organized

This book contains the following chapters:

Chapter 1 describes the Sun StorEdge Availability Suite 3.1 point-in-time copy
software in functional detail.

Chapter 2 discusses various operational considerations for the Sun StorEdge
Availability Suite 3.1 point-in-time copy software.

Chapter 3 contains examples showing how to configure, enable, and use the point-
in-time copy software. The command-line interface (CLI) commands are covered in
functional order.

Chapter 4 discusses configuration considerations when using Sun StorEdge
Availability Suite 3.1 point-in-time copy software with other data services software.

Chapter 5 describes the point-in-time copy software’s CLI and provides the syntax of
the CLI commands.

Appendix A describes the usage for the dsstat command, which enables you to
track the performance of the point-in-time copy software.

The Glossary defines terms used in this book.

Using UNIX Commands

This document might not contain information on basic UNIX® commands and
procedures such as shutting down the system, booting the system, and configuring
devices.

See one or more of the following for this information:

= Solaris Handbook for Sun Peripherals
=« AnswerBook2™ online documentation for the Solaris operating environment
= Other software documentation that you received with your system
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Typographic Conventions

Typeface Meaning Examples

AaBbCc123 The names of commands, files, Edit your . | ogi n file.
and directories; on-screen Use | s - a to list all files.
computer output % You have mail .

AaBbCc123 What you type, when contrasted % su
with on-screen Computer Output Passwor d:

AaBbCc123 Book titles, new words or terms, Read Chapter 6 in the User’s Guide.

words to be emphasized.
Replace command-line variables
with real names or values.

These are called class options.
You must be superuser to do this.
To delete a file, type r mfilename.

Shell Prompts

Shell

Prompt

C shell

C shell superuser

Bourne shell and Korn shell

Bourne shell and Korn shell superuser

machine-name%
machine-name#
$

#
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Sun Welcomes Your Comments

Sun is interested in improving its documentation and welcomes your comments and
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CHAPTER 1

Introduction

This chapter describes the Sun StorEdge Availability Suite 3.1 point-in-time copy
software in functional detail. First, the software’s architecture is explained. Then the
allowable volume set configurations are discussed in detail followed by a full
explanation of how these volume set configurations are tracked and controlled using
bitmap volumes. Finally, additional features of the point-in-time copy software are
presented.

This chapter is divided into the following main topics:

“Point-in-Time Software Architecture” on page 2

“Shadow Volume Sets” on page 5

“Independent Copy Operation” on page 6

“Dependent Copy Operation” on page 9

“Compact Dependent Shadow Volumes” on page 11

“Overflow Volumes for Compact Dependent Shadow Volumes” on page 12
“Bitmap Management” on page 13

“Additional Features” on page 18



Point-in-Time Software Architecture

Sun StorEdge Availability Suite 3.1 point-in-time copy software is a point-in-time
snapshot facility that runs in a Solaris operating environment. A point-in-time
snapshot, also called a point-in-time copy, is an instantly-available, time-fixed,
replicated view of a momentarily-quiesced volume. After a point-in-time copy is
taken, you have immediate read and write access to both the original and copy
volumes.

Point-in-time copy shadow volume sets consist of a master volume, a shadow volume, a
bitmap volume, and an optional overflow volume. A shadow volume set can be enabled
in several configurations, which are discussed in this chapter.

The point-in-time software tracks the differences between the master and shadow
volumes, caused by writes, from the point in time that the copy is established. This
capability allows the data on either of the two volumes to move forward in time
independently of the other, which means that applications can access both volumes
and modify the data on them independently.

Because the software is tracking differences between the volumes, the volumes can
be quickly updated after the first point-in-time copy. A resynchronization of this
type can occur either from the shadow volume to the master volume or from the
master volume to the shadow volume.

Instantly after the point-in-time copy is established, or re-established, on the shadow
volume set, the applications using the shadow volume set can resume processing.
The point-in-time copy is established, or re-established, either when the CLI prompt
returns or the next shell script command is read.

Architecture

The Sun StorEdge data services are implemented as layered drivers in the Solaris
kernel 1/0 stack. These drivers rely on the nsct| framework to support this
layering, as well as for runtime control. Point-in-time software is implemented as an
nsct| 1/0 filter module, which enables it to be integrated with other Sun StorEdge
data services. The architecture of the point-in-time software in the kernel 1/0 stack
is shown in FIGURE 1-1.

2 Sun StorEdge Availability Suite 3.1 Point-in-Time Copy Software Administration and Operation Guide ¢ June 2003



I/0

SV

remote mirror

nsctl point-in-time copy

sdbc raw

volume manager

storage devices

FIGURE 1-1 Point-in-Time Copy Software in the Sun StorEdge Services 1/0 stack.

The point-in-time copy software works by being in the data path. /0 commands
and data enter and exit the point-in-time copy software through the Sun StorEdge
storage volume (sv) software. Mediated by nsct | , the data optionally flows
through the remote mirror software and the point-in-time software to the storage
device block cache (sdbc) drivers and then to its destination either on the storage
(for writes) or in application or kernel memory (for reads).

The point-in-time copy software is a Solaris kernel pseudo-device driver. It resides in
the nsct| framework above the volume manager or the storage device driver, and
below the file system. This architecture makes the point-in-time copy software
independent of a volume manager or file system using the volume manager.

The point-in-time copy software enables flexibility in how you configure your
volumes locally. The volumes can be protected by any RAID level desired. The
protection level of the volumes in a shadow volume set does not have to match.
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Point-in-Time Copy Software and the Data
Services 1/0 Stack

Data flows to the point-in-time copy software driver from user layer applications
accessing the shadow volume set via the sv layer. Sometimes user layer applications
reside above the file system. Other times these applications run in Data Base
Management Systems (DBMS), which can read and write directly to raw disk
partitions or volumes created with the volume manager. In any case, /0 commands
process the data to its destination on the storage.

The 1/0 commands targeted to shadow volume sets are intercepted by the sv
driver and routed through the Sun StorEdge 1/0 stack prior to being passed on to
either the storage device driver, or the volume manager. The sv layer is a very thin
layer in the 1/0 stack, and operates by interposing onto the DDI entry points to the
underlying device driver. /0 commands originating in user space are intercepted at
the top of the Sun StorEdge service 1/0 stack. The sv layer routes them through the
Sun StorEdge data services stack, and feeds them back to the storage device driver,
or the volume manager, at the bottom of the stack. Data also flows in the opposite
direction, from the storage back to user space.

Sun StorEdge Availability Suite 3.1 Point-in-Time Copy Software Administration and Operation Guide ¢ June 2003



Shadow Volume Sets

The master volume of a shadow volume set is that volume from which it is intended
that a point-in-time copy be created. The master volume is the source of the data
which will be copied when a shadow volume set is initially enabled. The shadow
volume is the volume on which a point-in-time copy is created. At any given time, a
master volume can have more than one shadow volume, but a shadow volume can
have only one master.

The use of the terms master volume and shadow volume does not dictate the
direction of a subsequent point-in-time copy or update, however, it serves as a
reference point. Which volume is configured as the master volume and which
volume is configured as the shadow volume is a choice that depends on how a
point-in-time copy is being used.

Shadow volumes can be independent, dependent, or compact dependent. An
independent shadow volume can be utilized separately from its corresponding
master because a complete duplicate of the master volume is started on the
independent shadow volume when the point-in-time copy is initiated.

Dependent and compact dependent shadow volumes cannot be utilized separately
from their corresponding master volumes. Both types of dependent shadow volume
access their master volume to return the contents of the volume in those areas which
have not been written since the point-in-time copy was established.

When a shadow volume set is enabled with an independent shadow volume, it
automatically starts to synchronize the master and shadow volumes in the shadow
volume set. Simply put, the synchronization of an independent shadow volume with
its master volume refers to the background process of copying all of the data on the
master volume to the shadow volume. In a shadow volume set configured with an
independent shadow volume, the shadow volume is treated as a dependent shadow
volume until synchronization has completed.

Additional details of how independent and dependent shadow volume sets behave
is detailed in the sections “Independent Copy Operation” on page 6 and “Dependent
Copy Operation” on page 9. For details about compact dependent shadow volumes,
see “Compact Dependent Shadow Volumes” on page 11.

Chapter 1 Introduction 5



Independent Copy Operation

Shadow volume sets can be configured with independent shadow volumes when
any of the following apply:

= You want to access the point-in-time copy on the shadow volume without
incurring the overhead of an access on the master

In other words, access performance on either the master volume or the shadow
volume is a priority. Independent shadow volume sets divide the accesses
between the volumes, and accesses to the shadow incur no 170 on the master.

= The overhead in storage and 1/0 CPU bandwidth caused by creating a duplicate
of the master volume on the shadow volume is not prohibitive;

= The point-in-time copy is intended to serve as a backup copy in case of failure on
the master, or the shadow is intended for export to another host.

Creating an Independent Shadow Volume

When a shadow volume set is enabled with an independent shadow volume, a full
volume copy (or simply, full copy) is started, and proceeds along two distinct routes:

= The master volume data is sequentially copied to the shadow volume in the
background.

If no writes are sent to the master volume during this synchronization, the
process continues to completion as a simple copy.

= Existing master volume data blocks are written to the shadow volume as writes to
the master are received.

Writes to a block on the master volume trigger a write of the existing data in the
block to the shadow volume. Then the new data is written to the master. This
preserves the validity of the point-in-time copy on the shadow volume.

Upon completion of the full copy, the shadow volume is treated as an independent
shadow volume.

At the beginning of the full copy, all the bits in the bitmap for the master volume are
set. When a bit in the bitmap is set, indicating that the block has not been
synchronized, the block is said to be changed. During synchronization, as data is
moved from the master volume to the shadow volume, the bits in the bitmap
corresponding to the blocks updated are cleared, and the blocks are said to be
unchanged.
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When a write destined for a master volume block which has not been copied to the
shadow volume comes through the 170 stack, the block which is the target of the
incoming write is processed along with the ongoing synchronization in the
following fashion:

1. The data at the block which is the target of the write is copied to the shadow
volume.

2. The block on the master volume is updated with the new data.
3. The corresponding bit in the bitmap is cleared.

Since the point-in-time copy software checks each bit to see if the block is changed
prior to copying it, when it gets to this block it will skip over it. In this way an
independent PIT copy is established on the shadow volume.

Once the background copy completes, the shadow volume is fully independent, and
it is possible to perform update or fast synchronization point-in-time copies. An
update point-in-time copy is created after a full copy has completed on a shadow
volume set by copying only those blocks which have been modified since the full
copy to the target of the update. Update copies are described in “Resynchronizing
the Shadow and Master Volumes” on page 8.

Accessing the Independent Shadow Volume

Independent shadow volumes can be accessed in a variety of ways once established:

= The shadow can be exported to another host. See “Export, Import, and Join of
Dual-Ported Shadow Volumes” on page 29.

= The shadow can be kept under point-in-time copy software control, and mounted
and accessed independently of the master volume, which enables you to update a
point-in-time copy subsequent to such access.

= The shadow volume set can be disabled, removing the shadow volume from
point-in-time copy software control, and accessed independently of the master
volume.

No matter which approach is taken, I/0 on an independent shadow volume is
performed directly on the shadow volume, unlike 1/0 on a dependent shadow
volume.

If the shadow volume set is disabled, the master and the shadow volumes no longer
bear any relationship to each other, and will diverge over time.

If either of the first two approaches are taken, bitmap management continues, which
allows:

= In the case of an exported shadow volume, a later join of the exported shadow

Chapter 1 Introduction 7



= In the case where point-in-time copy software control is maintained, a later
update, or fast, copy to be performed

Joins are explained in “Export, Import, and Join of Dual-Ported Shadow Volumes”
on page 29. Update point-in-time copy is explained in “Resynchronizing the Shadow
and Master Volumes” on page 8.

If an independent shadow volume is accessed by another host with the export and
import commands, a bitmap volume is maintained on the accessing host to track
which of the blocks in the shadow are modified by the host. Changes to the master
volume are tracked in the bitmap of the originating host.

If an independent shadow volume is not disabled after a full synchronization and
remains under point-in-time copy software control, changes to either the master or
the shadow volume are tracked in the bitmap of the shadow volume set. Since a
single bitmap is used to track which blocks differ between the two volumes, no
distinction as to where the modification originated is available.

Resynchronizing the Shadow and Master Volumes

The term resynchronization is used to describe a synchronization which occurs
between volumes in a shadow volume set which have been previously
synchronized.

Synchronizations can be full synchronizations, or update synchronizations. Full
synchronization of an independent shadow volume is described in “Creating an
Independent Shadow Volume” on page 6.

An update synchronization is a synchronization which copies only those blocks
marked changed in the bitmap to the target of the update, which can be the master
volume or the shadow volume, depending upon the direction of the
synchronization.
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Dependent Copy Operation

Shadow volume sets can be configured with dependent shadow volumes when any
of the following apply:

= The proportion of data changed between point-in-time copies is low.

= The shadow is either never accessed or the overhead of accessing the shadow
volume through the master volume is not prohibitive in terms of the performance
of accesses to the master or to the shadow.

= The overhead in I/0 CPU and bandwidth use engendered in creating a complete
duplicate of the master on the shadow is prohibitive;

= The point-in-time copy is not intended to serve as a backup copy in case of failure
on the master.

= The shadow will not be exported to another host.

Creating a Dependent Shadow Volume

When a shadow volume set is enabled with a dependent shadow volume, tracking
in the bitmap volume of changes made on the master volume is initiated. Enabling a
shadow volume set with a dependent shadow volume does not initiate a
background synchronization process because all data that has remained unmodified
on the master volume since the point-in-time copy was created is accessed on the
master volume.

Data is only written to the shadow volume when writes to the master volume
commence, which is after the point-in-time copy has been established. When a write
destined for the master volume is processed by the point-in-time copy software, the
block on the master volume is first copied to the shadow volume. Then, the new
block data is written to the master volume, and the associated bit in the bitmap
volume is marked changed.

Dependent shadow volumes are available for access immediately because the
synchronization process inherent in the creation of an independent shadow volume
does not apply.

Note — A dependent shadow volume can not be accessed without the master
volume being available.

Chapter 1 Introduction 9



Accessing the Dependent Shadow Volume

Access to dependent shadow volumes is limited. Dependent shadow volumes can be
mounted and can be the target of 1/0. The shadow volume set of the dependent
shadow volume must remain under point-in-time copy software control and the
master volume must be available. This is because dependent shadow volumes are
virtual volumes, formed by the union of the unmodified data on the physical master
volume and the modified data on the physical shadow volume.

When data is read from a dependent shadow volume, the point-in-time copy
software checks in the bitmap to determine if the data has been modified. If it hasn’t,
data from the block which is the target of the read is read from the master volume
and returned to the caller. If the data has been modified, data from the block which
is the target of the read is read from the physical shadow volume and returned.

When data is written to a dependent shadow volume, the point-in-time copy
software updates the corresponding bit in the bitmap to indicate that the target block
is changed, and the data is written to the physical shadow volume. It is the
responsibility of the accessing client that this is the intended effect, because the
dependent shadow volume is now no longer an accurate reflection of the master
volume at the time the point-in-time copy was established.

Resynchronizing the Master Volume to the
Shadow Volume

Resynchronization of a dependent shadow volume with its master volume is
immediate. It involves only the bitmap volume: all the bits in the bitmap volume are
cleared, or marked as unchanged.

Resynchronizing the Shadow Volume to the
Master Volume

Resynchronization of a master volume with its dependent shadow volume is termed
an update synchronization. In an update synchronization, only the blocks marked
changed with a bitmap value of “1” are copied to the target of the copy. In the case
of a dependent shadow volume, this would be any blocks modified on either the
master volume or the shadow volume since the last point-in-time copy was
established.
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Compact Dependent Shadow Volumes

The point-in-time copy software supports the creation of compact dependent shadow
volumes, which are dependent shadow volumes that are smaller than their
corresponding master volume. The use of the term compact is intended to convey
that less storage is allocated, not that the data in the blocks is compacted or
compressed in any way.

Compact volumes are useful when all the following statements are true:

= The proportion of blocks marked with a “1” (changed) in the bitmap volume
never reaches 100%

= Storage conservation is a priority
= A dependent shadow volume is suitable

Often, applications in user space do not modify the contents of the entire master
volume over the course of time between planned point-in-time copies. For many
applications, entire areas of storage are modified rarely relative to their neighbors.

If application characteristics or point-in-time copy scheduling is such that you know
that this is the case for a particular shadow volume set and that a dependent shadow
is appropriate, a compact dependent shadow volume can be used. For example, if
you know that at most 10% of the blocks on the master volume are changed between
point-in-time copies, a compact dependent shadow volume can be allocated at 10%
of the size of the master volume.

The point-in-time copy software keeps track of the updated data blocks using an
index in the bitmap. Blocks written to the master are first copied to the next
available block in the compact dependent shadow volume. An index is assigned in
the bitmap corresponding to the block on the shadow that the data was written to.

As the master volume and the shadow volume diverge, the data on the compact
volume grows, and indexes are progressively assigned. If the number of blocks that
differ between the master volume and the virtual shadow volume exceeds the
number of blocks allocated on the physical shadow, the system will fail. To protect
against such a failure, overflow volumes can be designated for a compact dependent
shadow volume set.

Note — If a compact dependent shadow volume set overflows due to being
incorrectly sized or to experiencing an unexpectedly large volume of writes, the
point-in-time copy software displays a message indicating that the shadow volume
is out of space. The shadow volume is left enabled so that read operations can
continue, which allows you to recover data. However, any subsequent write operations
will force the shadow volume offline.
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Overflow Volumes for Compact
Dependent Shadow Volumes

An overflow volume can be designated for one or more compact dependent shadow
volumes. If a compact dependent shadow volume exceeds its limits (i.e. the number
of blocks that differ between the master and the shadow is greater than the number
of blocks allocated for the shadow), an attached overflow volume prevents data loss.
Overflow volumes can also be exceeded, but careful planning makes the use of
compact dependent shadow volumes and overflow volumes attractive and relatively
risk-free.

Shadow volume sets configured with both a compact dependent shadow volume
and an overflow volume are managed identically to shadow volume sets with a
compact dependent shadow volume, except in the case that the shadow exceeds its
capacity. When the point-in-time copy software detects that the storage on the
compact dependent shadow volume has been exhausted, it starts to write the data
on the designated overflow volume. The index in the bitmap volume is augmented
to reflect whether the data was written to a block on the shadow, or a block on the
overflow volume.

Initializing an Overflow Volume

When a volume is initialized as an overflow volume, information is written to a
header area on the volume which the point-in-time copy software uses in order to
keep track of how the volume is being used. For example, an overflow volume keeps
track of the number of dependent shadow volumes which utilize this volume for
overflow data.

The information in this header area is updated when an overflow volume is attached
or detached from its corresponding compact dependent shadow volume.
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Bitmap Management

The point-in-time copy software uses a bitmap volume in order to create point-in-
time copies. For every 32K block of a master volume that is part of a shadow volume
set, a bit is maintained which indicates if the data at the block has changed with
respect to its associated point-in-time copy. This technique is called scoreboarding,
and the shadow volume set’s bitmap volume is sometimes referred to as the bitmap
or the scoreboard or the scoreboard log.

FIGURE 1-2 shows what the master, shadow, and bitmap volume of an independent
shadow volume set might look like at some time after a point-in-time copy has been
established. In the figure, each 32K block on the master and shadow volumes is
represented by a cell. The contents of the cell (e.g. AAA) represents the data in the
32K blocks on the volume. For every block which differs from the master since the
point-in-time copy was established, a bit in the bitmap volume is set to a "1". This
indicates that the data on the storage has changed since the point-in-time copy.

physical
master shadow bitmap

AAA AAA 0
BBB BBB 0
CCC Nnn 1
DDD DDD 0
EEE EEE 0
FFF FFF 0
GGG Mmm 1
HHH HHH 0
I I 0
JJJ JJJ 0

FIGURE 1-2 Independent Shadow Volume Set After a Point-in-Time Copy
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FIGURE 1-3 shows what the master, physical shadow, virtual shadow, and bitmap
volume of a dependent shadow volume set might look like at some time shortly
after a point-in-time copy has been established. This figure shows both the virtual
shadow and the physical shadow volumes. The virtual shadow is formed by the union
of the master volume at all blocks marked as unchanged ("0") in the bitmap, and the
physical shadow at all blocks marked changed ("1") in the bitmap.

virtual physical
master shadow shadow bitmap

AAA AAA ??? 0
BBB BBB ??? 0
CCC Nnn Nnn 1
DDD DDD ?2?? 0
EEE EEE ??? 0
FFF FFF 272 0
GGG Mmm Mmm 1
HHH HHH ?7? 0
1] 1 ??? 0
JJJ JJJ ??? 0

FIGURE 1-3 Dependent Shadow Volume Set After a Point-in-Time Copy

The point-in-time copy software allows the configuration of a compact dependent
shadow volume. A compact shadow volume is one which occupies less physical
space than the master volume of the shadow volume set. Compact dependent
shadow volumes are useful in situations where:

= The proportion of blocks changed never reaches 100%

= Storage conservation is important

= A dependent shadow is suitable

With compact dependent shadow volumes, for every changed block being tracked in

the bitmap volume, an index is maintained. It is an index to the block in the compact
volume of the data as it existed at the time the point-in-time copy was created.
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In this configuration, after a point-in-time copy is made, blocks written to the master
are first copied to the compact dependent shadow volume, starting at the first
changed block, and the index value is set. As the master volume and the shadow
volume change, the data on the compact volume fills up, causing indexes to be
progressively assigned. If the number of blocks that differ between the master
volume and the virtual shadow volume exceeds the number of blocks allocated on
the physical shadow, the following occurs:

= The I/0 fails
= The target volume is off-lined
= The source volume becomes the only valid copy of the volume

To prevent this occurrence, overflow volumes can be designated for a compact
dependent shadow volume set.

FIGURE 1-4 shows what the master volume, physical shadow volume, virtual shadow
volume, and bitmap volume of a compact dependent shadow volume set might look
like at some time after a point-in-time copy has been established.

virtual physical
master shadow shadow/block# bitmap/index

AAA AAA Mmm| O 0 -
BBB BBB Nnn | 1 0 -
CCC Nnn ??? | 2 1 1
DDD DDD ??? | 3 0 -
EEE EEE 22?2 | 4 0 -
FFF FFF 0 -
GGG Mmm 1 0
HHH HHH 0 -
1] I 0 -
JJJ JJJ 0 -

FIGURE 1-4 Compact Dependent Shadow Volume Set After a Point-in-Time Copy
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To prevent the problems described above that are associated with overrunning the
physical bounds of a compact dependent shadow volume, associate the compact
dependent shadow volume with a sharable overflow volume. If the number of
blocks that differ between the master volume and the virtual shadow volume
exceeds the number of blocks allocated on the compact dependent shadow volume,
blocks are copied to the overflow volume. Bitmap management is done in the same
way as with compact dependent shadow volumes. An additional index is
maintained, to indicate whether an index entry is for the compact shadow volume or
the overflow volume.

If the overflow volume itself becomes filled up, then the following occurs:
= The I/0 fails

= The target volume is off-lined

= The source volume becomes the only valid copy of the volume

FIGURE 1-5 shows what the master volume, physical shadow volume, virtual shadow
volume, and bitmap volume of a compact dependent shadow volume set with an
associated overflow volume might look like at some time after a point-in-time copy
has been established. In the index, bracketed cells in the example indicate an index
to the overflow volume. Note that the first block of an overflow volume contains a
header, and is not used for overflow data.

Note — Many compact dependent shadow volumes can be configured to a single
overflow volume, but a single compact dependent shadow volume can be
configured to only one overflow volume.

Note — Do not create bitmaps on cylinder 0 because the point-in-time copy software
does a raw write and destroys the VTOC for that device.
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virtual physical

master shadow  shadow overflow bitmap / index
72727 AAA Mmm 0 Header 1 2
BBB Qqq Nnn 1 Rrr 1 [2]
ccc Nnn AAA 2 Qqq 1 1
DDD DDD Yyy 3 27?2 0 -
EEE EEE Vwv 4 ??7? 0 -
FFF Yyy 5 ??? 1 3
GGG Mmm 6 ??7? 1 0
HHH Vwv 7 ??? 1 4
1T Rrr 8 2722 1 [1]
JJaJ JJJ N ?2?? 0 -

FIGURE 1-5 Compact Dependent Shadow Volume Set with Overflow After a Point-in-
Time Copy
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Additional Features

Multiple Shadows of a Single Master

Sun StorEdge Availability Suite 3.1 point-in-time copy software allows multiple
point-in-time copies to be created from a single master volume. For each of the
copies, a shadow volume set must be enabled. Each of the shadow volume sets is
maintained according to its type: independent, dependent, compact dependent, or
compact dependent with an overflow volume.

Multiple shadow volumes of the same master volume enable the user to perform
multiple tasks on identical copies of one master volume. In other words, you can
perform many separate analyses of the master data by creating multiple shadow
volumes of that master volume.

Export Shadow

An independent shadow volume can be exported so that another host can import
and use the shadow for any purpose. In order for the shadow to be exported, it must
reside on a dual-ported device. The importing host is required to maintain a bitmap
for tracking changes made to the shadow volume while it is imported. The shadow
volume and its associated bitmap can be joined to its original master after the
importing host has disabled the volume set that includes the shadow.

An exported shadow volume permits you to perform analysis of a point-in-time
copy of your master data with no impact on operations involving the master
volume. No matter how intensive the analysis is, it is being performed by a host that
is separate from the master volume’s host.
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CHAPTER 2

Operation Considerations

This chapter consists of the following main topics:
“Uses for the Point-in-Time Copy Software” on page 20
= “Task Summary: Getting Started” on page 21

= “Adding the iladm Command PATH and Man Page MANPATH to Your Shell
Environment” on page 22

= “What Happens During System Startup and Shutdown” on page 25

= “Quiescing a Master Volume Considerations” on page 26

= “Point-in-Time Copy of Mounted Volumes Considerations” on page 27

= “How the Delay Units Function Affects Volume Copy Operations” on page 28
= “Export, Import, and Join of Dual-Ported Shadow Volumes” on page 29

= “Grouping of Volume Sets” on page 30

= “Data Services Logging File” on page 31

= “Operational Notes” on page 32
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Uses for the Point-in-Time Copy
Software

The point-in-time copy software, running in the Solaris operating environment,
provides applications with continuous access to data and enables nonintrusive
access to a point-in-time copy of the same data by secondary applications. The point-
in-time copy software supports both full copy and fast resynchronization to
reestablish a new point-in-time shadow copy as needed. The volume’s data can be
resynchronized from either master to shadow or from shadow to master.

The point-in-time copy software supports both Sun StorEdge and all Sun-supported
storage. It works independently of the underlying data reliability software (for
example: RAID-1, RAID-5, or volume manager). Additionally, it can be an integral
part of the data migration to and from differing storage types.

Typical uses include:

= Backup of 24 x 7 application data.

= Data warehouse loading (and fast resynchronization) at predefined intervals.

= Application development and testing on a point-in-time snapshot of live data.
= Data migration across different types of storage platforms and volumes.

= Hot backup of application data from frequent point-in-time snapshots.

= Application data replication to secondary site.

in a Sun Cluster 3.0 environment.

iii Caution — Do not install the Sun StorEdge Availability Suite 3.1 software on servers

= The version 3.0/3.1 software is not coexistent with the Sun Cluster 3.0
environment

= The version 3.0/3.1 software is coexistent in the Sun Cluster 2.2 environment

= The Sun StorEdge Availability Suite 3.1 software is cluster aware in the Sun
Cluster 3.0 Update 1 and Update 2 environments and provides high availability.
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Task Summary: Getting Started

This table briefly lists the steps and tasks for getting started with the point-in-time
copy software.

TABLE2-1  Getting Started Task Summary

Step See This Section (Command-Line Interface)
1. Choosing volumes to use. “Sizing Requirements for Volume Sets” on page 38
2. Enabling shadow volume sets consisting of ~ “Enabling Volume Sets” on page 39

master volume, shadow volume, and
bitmap volume.

3. Initialize and attach overflow volumes to “Using Overflow Volumes” on page 41
compact dependent shadow volume sets.

4. Collect volume sets in I/0 groups for ease  “To Move Shadow Volume Sets into /0 Groups” on page 44
of management.

5. Perform copy, update, and other Most of Chapter 3, including:
operations on the volume sets.
“Updating, Copying, and Waiting” on page 46
“To Perform Full Copy Operations” on page 49
“To Update Shadow Volume Sets” on page 47
6. Check volume set status. “To Display Shadow Volume Set Status” on page 55

Reading the man pages

If you have not already set the PATH and MANPATH variables, follow the steps in
“Adding the iiladm Command PATH and Man Page MANPATH to Your Shell
Environment” on page 22. Doing this enables you to easily reach the man pages.
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Adding the iladm Command PATH and
Man Page MANPATH to Your Shell
Environment

This section describes how to add the point-in-time copy software command and
man page paths to your environment.

v To Add the Paths to Your Bourne or Korn Shell

1. Add /usr/opt/ SUNWesnT shbi n to your PATH statement in your . profi | e file.

This path enables you to access the point-in-time copy software commands like
i i adm For example, edit your . profi | e file in a text editor and add the command
path:

PATH=$PATH: / usr/ opt/ SUNWsnT shi n
export PATH

where $PATH indicates all other paths in your file.

2. Add / usr/ opt/ SUNWesm man to your MANPATH statement in your . profi | e file.
This path enables you to read the point-in-time copy software man pages.

MANPATH=$MANPATH: / usr/ opt / SUNWesnT man
export NMANPATH

where $MANPATH indicates the default man page path of / usr/ shar e/ man and
other man page locations you might have. See the man(1M) man page for more
information about the man command.

3. Save this file and exit.
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v To Add the Paths to Your C Shell

1. Add /usr/opt/ SUNWesnT shi n to your pat h statement in your . cshr c file.

This path enables you to access the point-in-time copy software commands like
i i adm For example, edit your . cshr c file in a text editor and add the command
path:

set path = ($path /usr/opt/SUNWesnI shi n)

where $pat h indicates all other paths in your file.
2. Save this file and exit.

3. Add / usr/ opt/ SUNWesm man to your MANPATH statement in your . | ogi n file.

This path enables you to read the point-in-time copy software man pages. For
example, edit your . | ogi n file in a text editor and add the command path:

set env. MANPATH “ $MANPATH: / usr/ opt / SUNWesnT man”

where $MANPATH indicates the default man page path of / usr/ shar e/ man and
other man page locations you might have. See the man(1M) man page for more
information about the man command.

4. Save this file and exit.

Chapter 2 Operation Considerations 23




v To Use An Alternate Method to Read Man Pages

These procedures describe how to read man pages without having to add paths to
your environment.

e To read the point-in-time copy software man pages, type:

# man -M /usr/opt/ SUNWesnm? SUNW i/ man iiadm 1m

e To read related manpages, type:

# man - M /usr/opt/ SUNWesni SUNWscnd man/  manpage

where manpage is one of the following:

manpage ds.log. 4
dscfg. 1m
scmadm 1m
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What Happens During System Startup
and Shutdown

During system startup and shutdown, the Solaris operating environment changes its
mode of operation by transitioning a system’s current run-level to the run-level
requested (in this case the startup or shutdown run-levels). This transitioning is
called run-control.

During startup run-control, the volumes of previously configured shadow volume
sets will be resumed. During shutdown run-control, the volumes of previously
configured shadow volume sets will be suspended.

Note — The commands for suspending and resuming shadow volume sets are not
available to the user.

During these transitions, numerous other Solaris subsystems in the environment,
including other Sun StorEdge Services, are also executing startup and shutdown
scripts. The scripts used to resume and suspend point-in-time copy volume sets are
numerically ordered relative to these other scripts. This ensures that the resume and
suspend operations on volume sets are invoked at the appropriate time during
startup and shutdown.
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Quiescing a Master Volume
Considerations

In Solaris operating environments, a disk block is the smallest atomic unit of 1/0.
Disk blocks are 512 bytes. An I/0 operation is atomic if it is guaranteed either to
fully complete (all of the data is confirmed to have been written) or to fail (none of
the data is written because some part of the data was confirmed to have been
unwritable).

Most file systems, databases, and applications create or update an item on a disk in
an 1/0 operation involving more than a single disk block. For example, if you create
a file, you need to populate the file, plus enter its existence in a directory. Or, if you
create a record in a database, you need to write the record, plus update the index.

Because systems might experience hardware failure, software failure, and might
crash or lose power, most file systems, volume managers and databases support a
facility or mechanism to repair inconsistencies detected at initial access time.
Deterministic repair of the data in these situations is possible, but it may cause
partial data to be rolled-back or intentionally discarded.

If a point-in-time copy is established against a non-quiesced volume, it is possible
that the point-in-time copy will span non-atomic 1/0 operations. If this occurs, at
initial access time, deterministic repair may be invoked, yielding unpredictable
results.

Therefore, it is important that a point-in-time copy or update not be performed
against a source volume (master or shadow), without quiescing or stopping all
application 170 and flushing any file system caches (sync(1M)) associated with the
volume. This quiesced or stopped state is only required for the duration of the copy
or update operation, which typically takes milliseconds or seconds to complete. As
always, the destination volume (master or shadow) must be in the unmounted or
unaccessed state.

A notable exception to this rule is encountered in systems, such as Oracle, which
support hot backup. There is no reason to quiesce a volume set prior to a point-in-
time copy if the database is in hot-backup mode. Refer to the specific application’s
documentation for detailed information, and see any applicable Sun documents
available at: ht t p: // docs. sun. com

Sun StorEdge Availability Suite 3.1 point-in-time copy software provides an
attractive complement to a hot-backup facility. Instead of the database being in hot
backup mode for the minutes or hours needed to perform disk or tape replication,
point-in-time copy software allows it to be in this mode for only milliseconds or
seconds.
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Point-in-Time Copy of Mounted
Volumes Considerations

When the point-in-time copy software makes a copy or update, the source, which is
usually the master volume, can be mounted and should be in the quiesced or
stopped state. Instantly after the copy or update, the target, which is usually the
unmounted shadow volume, contains on-disk metadata that states that the volume
is currently mounted, but it is not.

When a point-in-time copy is established in this way and when the target volume is
first mounted, the software detects that a currently dismounted volume has
mounted metadata on it. It usually forces f sck to run under these conditions
because the assumption is that the only time a volume contains mounted metadata,
but is not currently mounted, is after a system crash. Point-in-time copy software
breaks this assumption: f sck or the database recovery mechanism should return no
errors, unless the master was not quiesced when the point-in-time copy was initiated
(see “Quiescing a Master Volume Considerations” on page 26).

It is also important to note that the target of a point-in-time copy operation, which is
usually the shadow volume, must not be mounted, because the application accessing
the target volume will read inconsistent and changing data.

Note — A remote mirror volume set must be in logging mode for the point-in-time
copy software to successfully perform an enable, copy, update, or reset operation on
a remote mirror volume. If not, the point-in-time copy operation fails and the remote
mirror software reports that the operation is denied.
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How the Delay Units Function Affects
Volume Copy Operations

During an enable, copy, or update, a background process is started to synchronize
the contents of the master and the shadow volumes. Dependent shadow volume sets
do not require this background process, see “Dependent Copy Operation” on page 9.
This background processing is driven by the bitmap, and traverses from the start of
the bitmap to the end, performing the 1/0 operations and bitmap processing to clear
every set bit.

This background synchronization is done in a loop, and is mediated by two
variables: the units and the delay variables. Copy units are expressed in kilobytes,
delay units in milliseconds. The loop performs copy units worth of 1/0, then sleeps
for copy delay milliseconds, until it completes the synchronization.

By adjusting the copy units and copy delay values, a system administrator can tune
the impact that background synchronization imposes on the system. The default
setting for all Il volume sets is set in the file / usr/ kernel /drv/ii.conf.Oncea
shadow volume set has been enabled, the system administrator can tune individual
or grouped shadow volume sets as desired.

See “To Set Copy Parameters” on page 97.

Sun StorEdge Availability Suite 3.1 Point-in-Time Copy Software Administration and Operation Guide ¢ June 2003



Export, Import, and Join of Dual-Ported
Shadow Volumes

An independent shadow volume that resides on a dual-ported storage