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Preface

The Sun StorEdge Component Manager User’s Guide provides instructions for
operating the Sun StorEdge™ Component Manager software.

How This Book Is Organized

Chapter 1 provides an overview of the software.

Chapter 2 describes the features of the Sun StorEdge Component Manager graphical
user interface.

Chapters 3, 4 and 5 provides steps on how to operate the key components of the
software.

Chapter 6 describes potential scenarios in which troubleshooting may be required.

Using UNIX Commands

This document may not contain information on basic UNIX® commands and
procedures such as shutting down the system, booting the system, and configuring

devices.
See one or more of the following for this information:
= AnswerBook™ online documentation for the Solaris™ operating environment

= Other software documentation that you received with your system



Typographic Conventions

TABLE P-1  Typographic Conventions

Typeface Meaning

Examples

AaBbCc123 The names of commands, files,
and directories; on-screen
computer output

AaBbCc123 What you type, when
contrasted with on-screen
computer output

AaBbCc123 Book titles, new words or terms,
words to be emphasized

Command-line variable; replace
with a real name or value

Edit your .login file.
Usels -a to list all files.
% You have mail .

% su
Password:

Read Chapter 6 in the User’s Guide.
These are called class options.
You must be superuser to do this.

To delete a file, type rm filename.

Shell Prompts

TABLE P-2  Shell Prompts

Shell

Prompt

C shell
C shell superuser
Bourne shell and Korn shell

Bourne shell and Korn shell superuser

machine_name%
machine_name#
$

#
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Related Documentation

TABLE P-3  Related Documentation

Application Title Part Number

Install Sun StorEdge Component Manager Installation Guide:  806-1576
For the Solaris Operating Environment

Install Sun StorEdge Component Manager Installation Guide:  806-4145
For the Microsoft Windows NT Operating Environment

Release Sun StorEdge Component Manager Release Notes 806-1580

Help Sun StorEdge Component Manager Online Help

Sun Documentation on the Web

The docs.sun.com 5™ web site enables you to access Sun technical documentation
on the Web. You can browse the docs.sun.com archive or search for a specific book
title or subject at:

http://docs.sun.com

Sun Welcomes Your Comments

We are interested in improving our documentation and welcome your comments
and suggestions. You can email your comments to us at:

docfeedback@sun.com

Please include the part number of your document in the subject line of your email.

Xi
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CHAPTER 1

Software Overview

This chapter contains the following topics as an introduction to Sun StorEdge
Component Manager software:

= “Sun StorEdge Component Manager” on page 2
« “Alarms” on page 2
“Remote Reporting” on page 3
« “FRU Status and Properties” on page 3
= “Subsystem Support” on page 3
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Sun StorEdge Component Manager

Sun StorEdge Component Manager provides monitoring and management of one or
more StorEdge A5x00 subsystem and StorEdge T300 disk tray components that are
managed by a host. It provides a graphical user interface (GUI) to display the status
and associated properties of FRUs (field replaceable units).

Note — Sun StorEdge A5000, Sun StorEdge A5100, and Sun StorEdge A5200
subsystems are all referred to as “A5x00” within this document.

The software also enables you to perform control directives on some of the FRUs (for
example, powering down a disk on an StorEdge A5x00 subsystem). In addition, Sun
StorEdge Component Manager constantly monitors the StorEdge A5x00 and
StorEdge T300 component FRUs and provides alarm notification and remote
reporting (via email, files, and system logging) upon detection of abnormal activities
or conditions within a designated storage component. Sun StorEdge Component
Manager facilitates the health monitoring of your StorEdge A5x00 and StorEdge
T300 storage components while notifying you of potential hardware abnormalities.

The following are key features provided by Sun StorEdge Component Manager:
= Alarm notification

= Remote reporting

= Viewing of FRU status and properties

= Configuration of storage components

= Physical view images of StorEdge T300 subsystem

= StorEdge T300 disk array LUN configuration

Alarms

Alarms are a means of notification that signify a problem may need to be resolved,
depending on its degree of severity. An alarm corresponds to informational or
exceptional management conditions (such as a monitored value exceeding a
specified threshold) and may require your interaction. For details on alarms and
viewing alarms, see “Alarm Viewer” on page 9.
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Remote Reporting

Remote reporting is a Component Manager feature that enables you to designate
recipients for the different levels of alarms, according to severity. Remote reporting
also allows you to specify files and file path names to accept alarm messages. For
details on how to use remote reporting, see “Remote Reporting” on page 17.

FRU Status and Properties

Component Manager monitors your FRUs (field replaceable unit) through the
Health Tab which enables you to view the properties and status of selected hardware
components. A typical example of Health monitoring may include checking the size
and current status of a disk. For details on monitoring FRUs and viewing a status
and properties, see “Monitoring with Component Manager” on page 41.

Subsystem Support

This version of Sun StorEdge Component Manager supports the Sun StorEdge
A5000, Sun StorEdge A5100, Sun StorEdge A5200 subsystems in addition to
StorEdge T300 disk trays and operates under the Solaris™ 2.6 and Solaris 7
environments.

Chapter 1  Software Overview 3
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CHAPTER 2

Features of the Sun StorEdge
Management Console

This chapter describes the features of the Sun StorEdge Component Manager
graphical user interface, known as the Sun StorEdge™ Management Console.

= “Sun StorEdge Management Console” on page 6
= “Alarm Viewer” on page 9

= “Log Viewer” on page 12

= “Online Help” on page 14



Sun StorEdge Management Console

You can navigate to Sun StorEdge applications by using the Sun StorEdge
Management Console. The Console provides a graphical user interface that enables
you to navigate through the Component Manager features and functions.

v To Start Component Manager

See the Sun StorEdge Component Manager Installation Guide ensure the Component
Manager daemons are running before starting Component Manager.

1. Become root.

2. Start Component Manager:

# lusr/opt/SUNWesm/bin/esm_gui &

The following figure shows an example of the Console main window, and TABLE 2-1
provides a detailed description of the main window elements.

TABLE 2-1  Sun StorEdge Management Console and Component Manager Window

Elements
Window Element Description
Navigation pane This portion of the window shows the component for which the
Console is running, and also displays the individual components.
Toolbar The toolbar enables you to display Alarm Viewer, Log Viewer, new
Console windows, and Online Help.
Location Selected object in Navigation pane.
Management Component Manager provides three tabs: Health, Control, and
application tabs Configuration (see Chapters 3, 4 and 5).

Alarm status buttons  These buttons show the number of alarms active at a particular
alarm level. Click a button to display the Alarm Viewer popup
window for more information about the alarms.

Pane divider The divider lets you adjust the size of the pane.

Expanders The expanders let you expand or collapse the size of the pane with
one mouse click.

6  Sun StorEdge Component Manager 2.0 User’'s Guide « January 2000



Navigation Expanders Management Alarm status buttons
Toolbar pane P application tabs (AlarmBar)

Pane divider Application Pane

FIGURE 2-1 Sun StorEdge Management Console Main Window

v To Resize a Pane

1. Drag a pane divider with the left mouse button.

2. Move the pane divider right or left to resize a pane.
Alternately, click the expanders at the top of the dividers.

Chapter 2 Features of the Sun StorEdge Management Console 7



8

Sun StorEdge Management Console Toolbar

The Toolbar has four icons as described in TABLE 2-2.

TABLE 2-2

Sun StorEdge Management Console Toolbar Icons

Icon

Name

Clicking This Icon:

New Window

Alarm Viewer

Log Viewer

Online Help

Launches another Sun StorEdge Management
Console window

Displays the Alarm Viewer window (see “Alarm
Viewer”)

Displays the Log Viewer window (see “Log
Viewer”)

Displays online help for Component Manager (see
“Online Help”)

Sun StorEdge Component Manager 2.0 User’'s Guide « January 2000



Alarm Viewer

The AlarmBar displays the alarm summary for the Sun StorEdge Management
Console. Alarms are sorted into six categories as shown in TABLE 2-3.

Note — When the system is rebooted it is important to note that all Alarms that have
not been addressed (that is, deleted via the alarm viewer prior to reboot) will be re-
issued. The email notification of these alarm events will also be re-generated.

TABLE 2-3  Alarm Viewer lcons

Icon Name Description

@ DOWN The monitored object, itself, is not responding (that is, it is
“down”).
@ UNKNOWN Immediate corrective action may be required.
@ CRITICAL The monitored object has entered a CRITICAL state and
immediate corrective action may be required.
-'":l ALERT The monitored object has entered a ALERT state and
immediate corrective action may be required.

CAUTION The monitored object has entered a CAUTION state. Some
of these alarms may be of an informational nature.

OFF/DISABLED  The monitored object has entered a OFF?DISABLED state
and immediate corrective action may be required.

® O

Chapter 2 Features of the Sun StorEdge Management Console 9
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v To View Alarms Viewer Entries

1. Click one of the Alarm Status buttons in the AlarmBar, or click the Alarm Viewer

icon on the Toolbar.

The Alarm Viewer window is displayed, showing the Component Manager alarm
messages that reflect the level of severity of the button you have chosen. The
number of outstanding alarms for each level is designated on each button.

The View alarms in originating language checkbox enables you to view the alarms in
the language in which the alarms were generated, regardless of the locale where
your Sun StorEdge Management Console is running.

I Sun StorEdge(TM) Alarm Viewer
File
| @ Down -4 ” @ unknown - 0 H i) critical - 10 ” [#) Alert -0 ” ® caution - 65 || () Disabled - 0 |
Alarm Messages: FqNumherof Alams with Severity: Unknown| [[] view alarms in originating language
Tirne Starmp | Severity | Category | Alam Message |
12/06/1999 09:45AM @Caution Alamn: Description - Systern adad6 (129.150.82.48) - ..
1200641999 02:36FM @Caution Alam: Description - System adadd (129.150.52.45) -
12/06/1993 02:31FPM @Caution Alamn: Description - Systern adadd (129.150.82.48): ..
1200641999 01:58FM @Caution Alam: Description - System adadd (129.150.62.45): ...
1270671999 06:17FM @Caution Alamn: Description - Systern adagt (129.150.82.61)- ..
1200641999 06:17PM @Caution Alam: Description - System adag1 (128.150.82.61): ...
1200641999 02: 36PN @Caution Alam: Description - System adad8 (129.150.82.48)- ...
12/06/1993 01:57FPM @Caution Alamn; Description - Systern adadd (129.150.82.48): ..
1200641999 01:56FM @ Down Alam: Description - : Component Manager has a dis...
12/06/1993 01:56FPM @ Diown Alamn: Description - © Component Manager has a dis...
1210411999 11:06 AN @Caution Alam: Description - System adadg (129.150.62.46)- ...
1270471999 06:10AM @Caution Alamn: Description - Systern ada60 (129.150.82.60) - .. =
F—Y N N

Remove Alarm (s}

Less Filter Options &

[ BeginDate |Dec w /|6 w /1999 w| (12 ¥ |:(00 v |AM ¥

[_] End Date Dec /(7 ¥ /1989 ¥ | |12 ¥ [ |00 v |AM ¥

[C] Severity @ Down -
[ category | |
[C] Message | |

[¥| Filter using originating language

Apply Filter [[] Apply Automatically

FIGURE 2-2 Alarm Viewer Window

2. Click on heading title to sort by heading.
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3. Click More Filter Options to view specific messages or a range of messages.

To search for and view a specific message or range of messages categorized by date,
severity, category, or message string, enter the applicable values in each field, and
click on Apply Filter. Be sure the box next to each field you are editing has been
checked (enabled).

To search for and display your specified message or range of messages
automatically, click the Apply Automatically checkbox. If you choose this option,
you do not need to click on Apply Filter for each search.

The Filter using originating language checkbox allows you to specify search filters
for the language in which the alarms were generated, regardless of the locale where
your Sun StorEdge Management Console is running.

4. Remove alarms that you have already addressed.

Once you have viewed and addressed an outstanding alarm message, you may
remove the highlighted message by clicking on the Remove Alarm(s) button.

Chapter 2 Features of the Sun StorEdge Management Console 11
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Log Viewer

Component Manager logs an event for each monitoring or control operation
performed, including failed operations. You can view these log messages in the Log
Viewer window (see FIGURE 2-3).

To Display Log Viewer Entries

. Click the Log Viewer icon on the Toolbar.

The Log Viewer window is displayed, showing up to 100 Component Manager log
messages. Click on the Next button to view (up to) 100 more messages. The Previous
and Next buttons enable you to toggle between log messages listed in increments of
100.

. Click on heading title to sort by heading.

. Click More Filter Options to view specific messages or a range of messages.

To search for and view a specific message or range of messages categorized by date,
category, or message string, enter the applicable values in each field, and click on
Apply Filter. Be sure the box next to each field you are editing has been checked
(enabled).

To search for and display your specified message or range of messages
automatically, click the Apply Automatically checkbox. If you choose this option,
you do not need to click on Apply Filter for each search.

Sun StorEdge Component Manager 2.0 User's Guide ¢ January 2000
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FIGURE 2-3 Log Viewer Window
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Online Help

Online Help provides details to assist your operation of the Sun StorEdge
Management Console and Sun StorEdge Component Manager functions.
1. Click the Online Help icon on the Toolbar.

The Sun StorEdge Management Console Online Help window is displayed. For a
description of the Online Help window elements, see TABLE 2-4.

Previous/Next Display Search Expanders Pane Divider
>
-..--.“ . :', -
Table of 5] 5an Sa0iEage Managemant l:-'\-_ MlﬂiN AGE MT EDN EDLE
Contents = g:“::“‘ WIND COMPONENTS
& Y Lo
# ™ Halp

) Sun Smrfegs Componant M) | The Sun SioSdge Menagemanl Ganale windee hio b M
D At Sun Smrfdge Comp| | parte the remgstan psre on (ke mH srd e mos g e me e

B ] Hakn Tab sarvigae amas on [k nghd
# onriel Tak
& [ Gosigunien Tk Aho, 1ha Monegamen! Corsoke window bas companants thel kat
D Toubimoo g yau
s Tograft ipnibars pred glore Gore

# Linl ured mirdem sl rrms
# Lisl lag masanoes

Mavigation Pans

The nevigaion pares works | s Fama in o Wab poge. That is,

S ) | oiong an e e the neigation perd delenmines whil apoann (o

FIGURE 2-4 Online Help Window

2. Click on any designated topic icon within the Table of Contents pane to view
details about that topic.

3. Use the Search utility to find information about a particular topic.

a. Click the Search icon.
The Online Help Search pane is displayed.
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FIGURE 2-5 Online Help Search

b. Type the topic to be searched, and then press Return.

The Search pane displays every location of the topic, and also indicates the
number of times the topic appears for each location. The topic is highlighted in
every occurrence.

TABLE 2-4  Online Help Window Elements

Window Element Description

Table of Contents This pane lists the individual topics within Online Help.
Search Click on the search icon to find particular topics or words.
Previous/Next Click to toggle between display views.

Display

Pane divider Use to adjust the size of the pane.

Expanders Click to expand or collapse the size of the pane.

Chapter 2 Features of the Sun StorEdge Management Console 15
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CHAPTER 3

Configuring with Component
Manager

This chapter contains the following topics for using the Sun StorEdge Component
Manager software:

= “Configuring Component Manager” on page 17
= “Configuring StorEdge A5x00 Components” on page 24
= “Configuring StorEdge T300 Components” on page 27

Configuring Component Manager

The Configuration Tab enables you to perform the following tasks:

= Specify email addresses and log files for remote reporting of alarms

= Enabling Polling

= Disable hardware polling when hardware reconfiguration is necessary

Remote Reporting

Remote Reporting enables you to notify selected email recipients of designated alarms
and to log the alarms in selected ASCII files. Because both of these options are
independent of one another, you can choose to send only designated alarm messages
to email recipients, or send only designated alarm messages to log files (if you should
decide not to do both).Component Manager Remote Reporting and Maintenance
Mode Window

TABLE 3-1 shows the severity levels available for remote reporting.

17



TABLE 3-1  Remote Reporting Severity Levels

Severity Level Description

DOWN The monitored object, itself, is not responding (that is, it is “down”).
UNKNOWN Immediate corrective action may be required.

CRITICAL The monitored object has entered a CRITICAL state and immediate

corrective action may be required.

ALERT The monitored object has entered a ALERT state and immediate
corrective action may be required.

CAUTION The monitored object has entered a CAUTION state. Some of these
alarms may be of an informational nature.

OFF/DISABLED The monitored object has entered a OFF?DISABLED state and
immediate corrective action may be required.

v To Enable Remote Reporting

When the Enable Remote Reporting option is disabled, no alarm notifications are
forwarded, regardless of which individual email addresses or log file names are
currently selected.

1. Select Component Manager in the navigation pane.

2. Select the Configuration Tab.
See FIGURE 3-1.

3. Customize your remote reporting options.

a. If you want to either disable or enable remote reporting altogether, click on the
Enable Remote Reporting checkbox.
The check mark indicates whether reporting is disabled and reappears when
reporting is enabled.

b. If you want to edit email addresses, log files, or log file locations:

i. Highlight the designated email address or log file entry and enter your new
email address, log file, or log file location.

ii. Press Return.

iii. With the left mouse button, double-click the checkbox for that entry so the
check mark appears.

For email addresses, the check mark appears under Send Alarm. For log files,
the check mark appears under Make a Log.

18 Sun StorEdge Component Manager 2.0 User's Guide * January 2000
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FIGURE 3-1 Component Manager Remote Reporting and Maintenance Mode Window

c. If you want to add an email address to current recipients for a designated
alarm:

i. Select the email address, insert a blank space, and then add the new email
address.

Chapter 3 Configuring with Component Manager 19



Note — Make sure blank spaces are inserted between all email addresses to enable
all addresses to receive the designated alarm.

ii. Press Return.

iii. With the left mouse button, double-click the checkbox for that entry so the
check mark appears under Send Alarm.

4. Click the Apply button after completing your updates.

To: bob_johnson@supercoder.com

Subject: ada45:Enclosure java - Front Temperature Element, Slot Number 1:P4: A
critical condition is detected

DATE: 4/14/1999 12:22 PM

CUSTOMER: Sun StorEdge Customer

SYSTEM: ada45

PRIORITY: 4

COMPONENT: Enclosure java - Front Temperature Element, Slot Number 1

DESCRIPTION: A critical condition is detected

RESOLUTION HINT: Check the component

FIGURE 3-2 Example Remote Reporting Email Notification

StoreX (4/16/1999 10:57 AM localhost):P2:Enclosure A5K1 - Front Disk, Slot
Number 4 failed because: The component is not installed in the enclosure
StoreX (4/16/1999 10:57 AM localhost):P2:Enclosure A5K1 - Front Disk, Slot
Number 5 failed because: The component is not installed in the enclosure
StoreX (4/16/1999 11:22 AM localhost):P2:Enclosure A5K1 - Front Disk, Slot
Number 3 failed because: The component is not installed in the enclosure
StoreX (4/16/1999 10:57 AM localhost):P2:Enclosure A5K1 - Front Disk, Slot
Number 4 failed because: The component is not installed in the enclosure
StoreX (4/16/1999 11:22 AM localhost):P2:Enclosure A5K1 - Front Disk, Slot
Number 3 failed because: The component is not installed in the enclosure

FIGURE 3-3 Example Remote Reporting Log File
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Configuring Component Manager Polling

Hardware polling is the time interval that Component Manager uses to poll and
monitor the subsystem hardware components. You can customize hardware polling
by either changing the time interval or by disabling or enabling the function to suit
your own needs. See FIGURE 3-4.

I 1EDES A a1
3 FE20 150 4N fani]
1 {120 10T RN a1

FIGURE 3-4 Component Manager Polling Window

The Enable Polling checkbox lets you either disable or enable hardware polling for
an component. Polling is always enabled by default.
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v To Enable Polling

1. Select Component Manager in the navigation pane.
2. Select the Configuration Tab.
3. Scroll down and customize your polling options.

a. If you need to either disable or enable hardware polling, click on the Enabled
checkbox.

The check mark disappears when polling is disabled and reappears when polling
is enabled.

b. If you want to change your polling time interval, double-click the current value
in the Interval field with the left mouse button.

Enter your new value (in a measurement of seconds).

4. Click the Apply button after either disabling or enabling polling, or after
resetting the polling time interval value.

Maintenance Options

The maintenance options can be used when you need to reconfigure hardware (for
example, adding or replacing subsystem attached to a host) or to replace FRUs in the
component (for example, replacing a disk).

1. Select Component Manager in the navigation pane.

2. Select the Configuration Tab.

v To Disabling Polling

Before performing a reconfiguration (dynamic or otherwise), you should disable all
polling.

e Disable Polling
Click on the Enable Polling box and reconfigure your hardware as desired.

Caution — Failure to disable polling could cause device reconfiguration to fail and
potentially cause excessive alarms.
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v To Select a Discovery Mode

1. Select a Discover Mode.
Click on one of the discovery mode buttons. See TABLE 3-2.

TABLE 3-2  Discover Modes

Mode Mode Definition

As Is (Default) No discovery done.

Rediscover World Discover all subsystems.
2. Apply mode.

Click on the Apply button.

I Warning

E Rediscowering the world may take a cansiderable amount of time

depending on the number of components being managed by this setup.

Press OK if you want to continue.

| oK I | Gancel

FIGURE 3-5 Rediscover World Confirmation Box

Note — If another user is changing the discovery mode of a component you are also
trying to change, your discovery selection will not be applied.
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Configuring StorEdge A5x00
Components

The Configuration Tab enables you to perform the following tasks:

“To Set an StorEdge A5x00 Name” on page 24
= “Changing StorEdge A5x00 Hardware Polling” on page 25

To Set an StorEdge A5x00 Name

You can change the name of your specified component by editing the Enclosure
Name field. This name identifies the StorEdge A5x00 enclosure, and it must be
limited to 16 or fewer characters.

See FIGURE 3-6.

. Select the component in the navigation pane that you want to rename.

. Select the Configuration Tab.
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FIGURE 3-6 StorEdge A5x00 Hardware Polling and Naming Window

Sun StorEdge Component Manager 2.0 User's Guide ¢ January 2000




3. Change the name.
See FIGURE 3-7.

a. Double-click the current name in the Enclosure Name field with the primary
mouse button.

b. Enter your new enclosure name.

4. Click the Apply button to update your enclosure name.

Changing StorEdge A5x00 Hardware Polling

Hardware polling is the time interval that Component Manager uses to poll and
monitor the subsystem hardware components. You can customize hardware polling
by either changing the time interval or by disabling or enabling the function to suit
your own needs.

Polling time intervals are measured in seconds, and can be customized to any value
greater than 900 second (15 minutes), the default polling time. See FIGURE 3-7.

The Enable Polling checkbox lets you either disable or enable hardware polling for
an enclosure. Polling is always enabled by default.

v To Customize StorEdge A5x00 Polling
1. Select the enclosure in the navigation pane that you are polling.

2. Select the Configuration Tab.
See FIGURE 3-7.
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FIGURE 3-7 StorEdge A5x00 Hardware Polling and Naming Window

3. Customize your polling options.

a. If you need to either disable or enable hardware polling, click on the Enable
Polling checkbox.
The check mark disappears when polling is disabled and reappears when polling
is enabled.

b. If you want to change the polling time interval, double-click the current value
in the Time Interval field with the left mouse button.
Enter the new value (in seconds).

4. Click the Apply button after either disabling or enabling polling, or after
resetting the polling time interval value.

26  Sun StorEdge Component Manager 2.0 User’s Guide * January 2000



Configuring StorEdge T300 Components

The Configuration Tab enables you to perform the following tasks:
= “To Set Sun StorEdge T300 System Property Values” on page 27
= “To Set Fibre SCSI Port Properties” on page 30

= “Using LUN Operations” on page 31

= “Configuring StorEdge T300 Hardware Polling” on page 38

To Set Sun StorEdge T300 System Property
Values

. Select the StorEdge T300 component in the navigation pane that you are
configuring.

. Select the Configuration Tab.
. Select Physical View

. Select the system name text in the Physical View.
See FIGURE 3-8.
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FIGURE 3-8 StorEdge T300 System Configuration Window

5. Change the parameter

a. For system name, system IP address, system subnet mask, system gateway,
system boot delay, or read ahead:

i. Double-click on the parameter value you would like to change.

ii. Enter the new value

b. For system cache mode, click on the pull-down menu and select the desired

value.

¢. For Reconstruction Rate, click on the slider and drag it to the desired rate

setting.

6. Click the Apply button to save your changes.
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Note — For an IP address change to become fully effective, you must: update the
hosts file (see “Configuring the hosts File* in the Sun StorEdge Component Manager
Installation Guide), power cycle the subsystem (see the “Operation” chapter in the
Sun StorEdge T300 Installation, Operation and Service Manual), and rediscover the
subsystems (see Section “Remote Reporting” on page 3-17).

Note — For a subnet mask or gateway change to become fully effective, you must
rediscover the subsystems (see Section “Remote Reporting” on page 3-17.)
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v To Set Fibre SCSI Port Properties

1. Select the StorEdge T300 component in the navigation pane that you are
configuring.

2. Select the Configuration Tab.

3. Select Physical View
See FIGURE 3-9.

4. Select the “Fibre SCSI Port“ text in the Physical View.
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FIGURE 3-9 StorEdge T300 Fibre SCSI Port Configuration Window

5. Change the parameter

a. For system ALPHA mode, click on the pull-down menu and select the desired
value.

b. For Loop Address, double click on the value and enter the new value.

6. Click the Apply button.
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Using LUN Operations

LUN creation, deletion, initializing, mounting and unmounting are available from
the Configuration Tab, Logical View. The Logical View Tab enables you to perform
the following tasks:

“Creating LUNSs” on page 31

“To Abort Initialization” on page 36
“To Restart Initialization” on page 36
“To Mount a LUN” on page 37

“To Unmount a LUN” on page 38
“To Delete a LUN” on page 38

“To Clear LUN Statistics” on page 38

v Creating LUNSs

To create a LUN, perform the following steps.

1. Click the Create New LUN button.
The Create New LUN button can be seen in FIGURE 3-10.
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FIGURE 3-10 Health Tab, Logical View
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2. Specify LUN attributes.
The LUN configuration window can be seen in FIGURE 3-11.

LUN Creation

-

Unit

Mo. of Unassigned Disk

I unit Hotspare?

ul

3

Mo

Creating LUN

this any subsequent LUN created within this unit).

Create 3 LUN within the unit. |f there are no LUNs already created within the unit, then
the Hotspare checkbox indicates whether to assign drive 9 in the unit as a hotspare {for

LUN Name‘

[ Initialize

Initialization Rate‘ Default

d

"] Hot Spare

Width &

RAID Level

32

FIGURE 3-11 LUN Creation Window

Select the Unit from the list.

. Enter the LUN Name.

The LUN name must not exceed 12 characters.

Select the Initialization Rate from the pull-down menu.

Selecting “Slow” will minimize impact on data i/o; however, selecting “Fast” may
compromise data 1/0.

. Check the Hot Spare box if so desired.

Checking the Hot Spare box will reserve disk FRU #9 as a spare for reconstruction
in the event one of the other disks fails. Only one hot spare can be defined per

unit.

. Select Width from the pull-down menu.

If this is the first LUN created on a unit, you can select the number of disks the
LUN spans. If this is the second LUN created on the unit, the width is the
remaining disks not included in the first LUN.
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f. Select RAID Level from the pull-down menu.

TABLE 3-3  RAID Definitions

RAID Level Definition

0 Data blocks are striped across all drives in the volume in order. There is
no parity data so RAID 0 uses the full capacity of the drives. There is,
however, no redundancy; if a single drive fails, all data on the volume is
lost.

1 This level gives the performance of striping with the redundancy of
mirroring. The data is mirrored on two drives and striped across all the
drives in the volume. If one of the mirrored pair fails, the data from the
other drive is used. Because the data is mirrored in a RAID 1
configuration, the volume has only half the capacity of the assigned
drives.

5 Data is striped across the drives in the volumes in segments, with parity
information being striped across the drives as well Because of this parity,
if a single drive fails, data can be recovered from the remaining drives.
The failure of two drives, however, causes all data to be lost. A RAID 5
volume has the data capacity of all the drives in the logical unit, less one.

TABLE 3-4  RAID Configuration Limitations

Width Hotspare RAID Levels Permitted

3-9 No 0,15

2 No 1,5

3-8 Yes 1,5

2 Yes 1

Chapter 3 Configuring with Component Manager
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g. Click the OK button.
A completed LUN Creation screen appears in FIGURE 3-12.

FIGURE 3-12 Completed LUN Creation Screen Window

3. Enter password.

Password Validation

FIGURE 3-13 Password Validation Dialog Box
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Confirm configuration selections by clicking the OK button or discard LUN creation
by clicking the Cancel button.

Information

A LUN with the following attributes will be created:
Unit: ul

LUN Hame: whui—1

Ho initialization

Ho hotspare

RAID Lewvel: O

Wiclth: 7

Would you like to continue?

| oK || cancel

FIGURE 3-14 LUN Configuration Confirmation Dialog Box

While the LUN is being created, you can monitor its progress in the LUN Creation
Progress Summary table as shown in FIGURE 3-15.

Sain R e T ey Sl Sag e 0 O oeeil s
.|' - TYSEE - 1] Wi e e @ | (um
L = T L e e T e F R L N T T
[HRs P N T—  _u—

gl i a gt S

P 4 e B smm A R
| e e in BT |

LY el i P il W

[ (T3] AP s |

Pemy— [ T rpmas

Crewan Hra sl
1 I ¢

FIGURE 3-15 LUN Creation in Progress
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v To Abort Initialization

After the LUN is created, it will appear in the Existing LUNSs table. If the LUN is in
the process of being initialized, you’ll see the initialization progress displayed in the
status bar. While the LUN is being initialized, you can

1. Select the LUN in the Existing LUNS list.

2. Abort the initialization process by clicking the Abort button.

Initialization can only be aborted while the LUN is in the initialization process as
shown in FIGURE 3-16.
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FIGURE 3-16 Aborting Initialization of a LUN

v To Restart Initialization

If an initialization process was aborted, you can initialize the LUN again with the
following procedure.

1. Select the LUN in the Existing LUNSs list.

2. Start the initialization process by clicking the Initialize button as shown in
FIGURE 3-17.
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FIGURE 3-17 Created LUN Operations

. Enter password.

To Mount a LUN
Mount a LUN with the following procedure.
. Select the LUN in the Existing LUNs list.

. Mount the LUN by clicking the Mount button
See FIGURE 3-17.

. Enter password.

Chapter 3

Configuring with Component Manager
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v To Unmount a LUN
Mount a LUN again with the following procedure.
1. Select the LUN in the Existing LUNS list.

2. Unmount the LUN by clicking the Unmount button.
See FIGURE 3-17.

3. Enter password.

v To Delete a LUN
Delete a LUN with the following procedure.
1. Select the LUN in the Existing LUNS list.

2. Delete the LUN by clicking the Delete button.
See FIGURE 3-17.

3. Enter password.

v To Clear LUN Statistics

LUN statistics are displayed on the component Health Tab, Logical view (see “LUN
Properties” on page 73).To clear LUN statistics, perform the following procedure.

1. Select the LUN in the Existing LUNS list.

2. Clear the statistics by clicking the Clear Stats button.
See FIGURE 3-17.

3. Enter password.

Configuring StorEdge T300 Hardware Polling

Hardware polling is the time interval that Component Manager uses to poll and
monitor the subsystem hardware components. You can customize hardware polling
by either changing the time interval or by disabling or enabling the function to suit
your own needs.

Polling time intervals are measured in seconds, and can be customized to any value
greater than 60 seconds (1 minute), the default polling time.

The Enable Polling checkbox lets you either disable or enable hardware polling for
an component. Polling is always enabled by default.

38  Sun StorEdge Component Manager 2.0 User’s Guide ¢ January 2000



v To Change Polling
1. Select Component Manager in the navigation pane.
2. Select the Configuration Tab.
3. Select Physical View.

4. Click on the unit name text in the Physical View.
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FIGURE 3-18 StorEdge T300 Polling Configuration Window

5. Configure Polling.

a. If you need to either disable or enable hardware polling, click on the Enabled
checkbox.

The check mark disappears when polling is disabled and reappears when polling
is enabled.

b. If you want to change your polling time interval, double-click the current value
in the Interval field with the primary mouse button.

Enter new value (in a measurement of seconds).

6. Click the Apply button after either disabling or enabling polling, or after
resetting the polling time interval value.
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CHAPTER 4

Monitoring with Component
Manager

The Health Tab can be used to monitor administrative domains, components and
FRUs. This section discusses how to use the Health Tab.

= “Monitoring Component Manager” on page 41
= “Monitoring the StorEdge A5x00” on page 44
= “Monitoring the StorEdge T300 Disk Tray” on page 62

Component Manager displays icons and text in color. The significance of color usage
is explained in TABLE 4-1.

TABLE 4-1  Component Manager Color Usage

Color Significance

Blue OK.

Grey The subsystem has not yet been discovered.

Green The subsystem is in the process of being discovered.
Gold Subsystem, unit or FRU is in a degraded state.

Red Physical intervention required.

Monitoring Component Manager

At the Component Manager level, using the Health Tab enables you to see the status
of components at a glance as in FIGURE 4-1.
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Sun StorEdge(TM) Management Console
File Tools Help

Eed
® [ ada2s DomainAlarlT|33| 0o || @o || Do ” @0 ” B " @ |

o] @Ecmponent Manager ’:
adade (129.15082.468) | 2 | seation: [ada28, Compaonent Manager]

9 adads (129.150.52.43) | |

9 avat0 (129.150.62.60) | |Health | Configuration  [Coniiol |
9 atab3a (12915082 63

: Component name Component status
adabl (129.180.82 60) Connection broken
adaf3 (129.180.82.63) Connection broken
adadf (129.150.52 48) Met Ok
(129.150.82.48) Degraded

{|ada48

FIGURE 4-1 Component Manager Health Tab Component Status

Component Status

The different status possibilities are defined in TABLE 4-2.

TABLE 4-2  Component Status Definitions

Component Status Status Definition

Being Discovered Component is in the process of being discovered.

Connection Broken Discovered component still not responding.

Degraded Some component features are compromised and may require
intervention.

Discovered Component discovery process succeeded.

Discovery Failed Component not discovered after discovery attempt.
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TABLE 4-2  Component Status Definitions

Component Status Status Definition
Not OK Something has failed, requiring immediate attention
OK Component has been discovered and all functionality is present.

Pending Discovery Discovery process not yet attempted

Polling Failed Component discovered but temporarily not responding.

Discovery Rules

A system log message will be written under the following conditions:

If the /etc/opt/SUNWesm/hosts file containing StorEdge T300 IP addresses
could not be found or read (DOWN)

If the HTML pages required for the StorEdge T300 are missing (DOWN)
If authorization fails (DOWN)
If a connection cannot be established with the IP address in a host (DOWN)

If there is an error while reading the persistence files during a reboot of the
Management Objects station (DOWN)

If the StorEdge A5000 library is returning an error (DOWN)

If the StorEdge T300 firmware cannot be determined (DOWN)

If the StorEdge T300 firmware is less than the one supported by CM (DOWN)
If the html page cannot be obtained from StorEdge T300 (DOWN)

If the http connection to the StorEdge T300 times out (DOWN)

If there is an invalid IP address in the hosts file. (DOWN)

Chapter 4  Monitoring with Component Manager
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Monitoring the StorEdge A5x00

The Health Tab enables you to monitor the properties and status of selected
hardware FRUs. This section describes the individual properties and rules specific to
each component. Rules define the conditions under which you are notified through
remote reporting when monitoring the Health Tab components. Rule evaluations are
integrated into the Component Manager software.

“StorEdge A5x00 Properties” on page 45
“StorEdge A5x00 FRU Summary” on page 46

= “StorEdge A5x00 Rules” on page 47

= “Disk Properties” on page 47

= “Disk Rules” on page 49

= “GBIC Properties” on page 50

= “GBIC Rules” on page 52

= “Power Supply Properties” on page 53

= “Power Supply Rules” on page 54

= “Temperature Properties” on page 54

= “Temperature Rules” on page 55

= “Fan Properties” on page 56

= “Fan Rules” on page 56

= “Loop Properties” on page 57

= “Loop Rules” on page 57

= “Backplane Properties” on page 58

= “Backplane Rules” on page 59

= “Interface Board Properties” on page 59

= “Interface Board Rules” on page 60

= “Motherboard Properties” on page 61

= “Motherboard Rules” on page 61
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StorEdge A5x00 Properties

To view the StorEdge A5x00 properties:

. Select your StorEdge A5x00 name in the navigation pane.

Double-click on the words Component Manager to view your component names.

. Select the Health Tab.
component properties and descriptions are provided in TABLE 4-3.

TABLE 4-3

StorEdge A5x00 Properties

Property

Description

Enclosure Name

Enclosure Status

Polling Status

Box ID

Product ID
Vendor 1D
Firmware Revision

ANSI Revision

ISO Revision
ECMA Revision
Physical Path
Port

Serial Number

Node World Wide
Name

The name of your component subsystem. This name must be 16 or
fewer characters.

The current status of the specified component is designated as one
of the following:

« OK - The component has no error conditions.

= Critical — One or more critical conditions has been detected or set
in the component.

= Unrecoverable - One or more unrecoverable conditions has been
detected or set in the component.

= Unknown - The status of the component could not be
determined.

Polling is designated as either Active or Inactive.

The Box ID of the component.

The Product ID of the component.

The Vendor ID of the component.

The firmware revision of the component’s interface board.

The supported SCSI level of the component. For example, a value of
2 indicates that the SCSI level equals 2.

The ISO revision of the component.
The ECMA revision of the component.
The physical path of the component.
The port number of the component.
The serial number of the component.

The node world wide name of the component (unique across
different components).
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StorEdge A5x00 FRU Summary

The current FRU status is designated as one of the following:
= OK - The FRUs are installed and no error conditions are known.
= NOT OK - Some (or all) of the FRUs are not in an OKstate.

An example FRU summary is shown in the following figure.
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FIGURE 4-2

StorEdge A5x00 Health and FRU Summary Window
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StorEdge A5x00 Rules

A system log message will be written under the following condition:
= When the name of the component changes

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a critical condition is detected (CRITICAL)
= When an unrecoverable condition is detected (CRITICAL)
= When an unknown condition is detected (ALERT)

Disk Properties

To view disk properties:
. Display the disk icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

¢. Double-click on the Disks icon to view individual disk icons.
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2. Select a disk by clicking on it.

Disk properties and descriptions are provided in TABLE 4-4.

TABLE 4-4  StorEdge A5x00 Disk Properties
Property Description
Disk Status The current status of the specified disk is designated as one of the

Loop Status

Disk Location

Disk Capacity

Node World Wide
Name

Product ID
Vendor Name
Firmware Revision

ANSI Revision

ISO Revision
ECMA Revision
Disk Serial Number
Logical Path Name
Physical Path Name

Port A World Wide
Name

following:

e OK - The disk is installed and no error conditions are known.

e OFF - The disk is installed and there are no known errors, but it
has not been turned on or set into operation.

= Not Installed — The disk is not installed in the component.

= Critical — A critical condition has been detected.

< Unrecoverable — An unrecoverable condition has been detected.
« Unknown - The sensor has failed or the disk status is not
available.

The current disk loop status is designated as one of the following:
e OK - The disk loop is installed and no error conditions are
known.

= OFF — The disk loop is installed and there are no known errors,
but it has not been turned on or set into operation.

= Not Installed — The disk loop is not installed.

= Unknown — The sensor has failed or the disk loop status is not
available.

The physical location of a disk, described by the panel name and
the slot number. For example, Front Panel, Slot Number: 0.

The disk unformatted capacity, in megabytes.

The disk node world wide name, unique to every disk.

The Product ID of the disk.
The Vendor ID of the disk.
The firmware revision of the disk.

The supported SCSI level of the disk. For example, a value of 2
indicates that the SCSI level equals 2.

The ISO revision of the disk.
The ECMA revision of the disk.
The serial number of the disk.
The logical path of the disk.
The physical path of the disk.

The port A world wide name of the disk.
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TABLE 4-4  StorEdge A5x00 Disk Properties (Continued)

Property Description

Disk Port A Status The status of port A of the disk.

Port B World Wide The port B world wide name of the disk.
Name

Disk Port B Status The status of port B of the disk.
CRC Error Count The number of disk CRC errors.

Disk Rules

A system log message will be written under the following conditions:

= When a disk drive is powered down

= When a disk drive is powered up

= When a disk drive is bypassed by the user (Port A or B)

= When a disk drive is bypassed by a device (Port A or B)

= When a disk LED is turned on or off

= When a disk LED is set to blink

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a disk drive fails due to an open failure, SCSI error, or fault condition
(CRITICAL)

= When an unknown condition is detected (ALERT)

File Monitoring

A file monitoring processing module performs matching and frequency analysis of
specified string patterns. The main use of file monitoring is to review the file
/varfadm/messages  for StorEdge A5x00-related problems that cannot be directly
determined through the management interface.

Alarms or log messages are sent when a match is detected. The following string
patterns are used to determine when the disk’s failure prediction threshold has been
exceeded:

“drive operation marginal, service immediately (failure prediction
threshold exceeded)”
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“failure prediction threshold exceeded (false)”

An alarm of ALERT severity is sent for these matching strings.

GBIC Properties

A Gigabit Interface Converter (GBIC) is a small, hot-pluggable optical/electrical
conversion unit that converts standard Fibre Channel connector and signalling
technologies to a standard copper serial connection.

. Display the GBIC icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

¢. Double-click on the GBICs icon to view individual GBIC icons.
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2. Select a GBIC by clicking on it.
GBIC properties and descriptions are provided in TABLE 4-5.

TABLE 4-5  StorEdge A5x00 GBIC Properties

Property

Description

GBIC Status

Transmission Status

Receiving Status

Enabling Status

Operating Status

GBIC Revision

The current status of the specified GBIC is designated as one of the
following:

= OK - The GBIC is installed and no error conditions are known.
e OFF - The GBIC is installed and there are no known errors, but it
has not been turned on or set into operation.

= Not Installed — The GBIC is not installed in the component.

= Critical — A critical condition has been detected.

< Unrecoverable — An unrecoverable condition has been detected.
« Unknown - The sensor has failed or the GBIC status is not
available.

The transmitting status page path of the specified GBIC, designated
as one of the following:

= Transmitting — The GBIC is transmitting.

= Not Transmitting — The GBIC is not transmitting.

= Not Available — The transmitting status is not available.

The receiving status of the specified GBIC, designated as one of the
following:

= Receiving — The GBIC is receiving signals.

= Not Receiving — The GBIC is not receiving signals.

= Not Available — The receiving status is not available.

The status that indicates whether the specified GBIC is enabled:
= Enabled - The GBIC is enabled.

= Disabled — The GBIC is disabled.

« Not Available — Cannot determine if the GBIC is enabled.

The status that indicates whether the specified GBIC has failed:

= OK - The GBIC is installed and no error conditions are known.
« Failed — The GBIC has failed.

= Not Available — Cannot determine the operating status.

The GBIC revision level.
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GBIC Rules

A system log message will be written under the following condition:

= When a GBIC is enabled

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a GBIC is not available (DOWN)

= When a GBIC fails (DOWN)

= When an unknown condition is detected (ALERT)

File Monitoring

A file monitoring processing module performs matching and frequency analysis of
specified string patterns. The main use of file monitoring is to review the file
/varfadm/messages  for StorEdge A5x00-related problems that cannot be directly
determined through the management interface.

Alarms or log messages are sent when a match is detected. The following string
pattern is used to determine when the GBIC’s Fibre Channel is offline:

"socal 0...9 :port 0...1 :Fibre Channel is OFFLINE”

Alarm Progression

1. An alarm of ALERT severity is sent if this message occurs five times within one
hour.

2. Thereafter, an alarm of CRITICAL severity is sent if this message occurs 11 times
within 24 hours.

3. Thereafter, if any identical alarm message occurs within 20 minutes, a summary
alarm message will be sent with the total number of occurrences of this incident
along with the alarm message.

4. At this point, if this alarm message is not sent within 24 hours, the state is reset
and future alarms would be reported as an ALERT (see step #1 above).
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Power Supply Properties

To view power supply properties:

. Display the power supply icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display

enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

¢. Double-click on the Power Supplies icon to view individual power supply

icons.

. Select a power supply by clicking on it.

Power Supply properties and descriptions are provided in TABLE 4-6.

TABLE 4-6  StorEdge A5x00 Power Supply Properties

Property

Description

Power Supply Status

Power Supply Revision

The current status of the specified power supply is designated as
one of the following:

= OK - The power supply is installed and no error conditions are
known.

= OFF - The power supply is installed and there are no known
errors, but it has not been turned on or set into operation.

< Not Installed — The power supply is not installed in the
component.

= Critical — A critical condition has been detected.

« Unrecoverable — An unrecoverable condition has been detected.

= Unknown — The sensor has failed or the power supply status is
not available.

The Power Supply revision level.
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Power Supply Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a power supply is not available (DOWN)
= When an unknown condition is detected (ALERT)
= When a power supply fails due to one of the following reasons (CRITICAL):

« Not receiving AC power

« Not providing power

« Over voltage

« Under voltage

= Over current

« Reaching temperature critical condition

Temperature Properties

To view temperature properties:
1. Display the temperature icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

¢. Double-click on the Temperatures icon to view individual temperature sensor
icons.
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2. Select a temperature sensor by clicking on it.

Temperature properties and descriptions are provided in TABLE 4-7.

TABLE 47  StorEdge A5x00 Temperature Properties

Property

Description

Temperature Status

Temperature

The current status of the specified sensor is designated as one of the

following:

= OK - The temperature element is installed and no error
conditions are known.

= OFF — The temperature element is installed and there are no
known errors, but it has not been turned on or set into operation.
= Not Installed — The temperature element is not installed in the
component.

= Critical — A critical condition has been detected.

« Unrecoverable — An unrecoverable condition has been detected.

= Unknown - The sensor has failed or the temperature element
status is not available.

Indicates the Celsius temperature reading of the temperature
element surrounding.

Temperature Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a temperature element is not available (DOWN)

= When a critical condition is detected (CRITICAL)

= When an unrecoverable condition is detected (CRITICAL)
= When an unknown condition is detected (ALERT)
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Fan Properties

To view fan properties:
1. Display fan icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.
¢. Double-click on the Fans icon to view individual fan icons.

2. Select a fan by clicking on it.
Fan properties and descriptions are provided in TABLE 4-8.

TABLE 4-8  StorEdge A5x00 Fan Properties

Property Description

Fan Status The current status of the specified fan element is designated as one
of the following:
e OK - The fan element is installed and no error conditions are
known.
e OFF - The fan element is installed and there are no known errors,
but it has not been turned on or set into operation.
= Not Installed — The fan element is not installed in the component.
= Critical — A critical condition has been detected.
= Unrecoverable — An unrecoverable condition has been detected.
« Unknown - The sensor has failed or the fan element status is not

available.
Fan Speed Indicates the speed value of the fan.
Fan Revision Indicates the fan element revision level.

Fan Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a fan tray is not available (DOWN)

= When a critical condition is detected (CRITICAL)

= When an unrecoverable condition is detected (CRITICAL)
= When an unknown condition is detected (ALERT)
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Loop Properties

To view loop properties:
. Display loop icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.
¢. Double-click on the Loops icon to view individual loop icons.

. Select a loop by clicking on it.
Loop properties and descriptions are provided in TABLE 4-9.

TABLE 4-9  StorEdge A5x00 Loop Properties

Property Description
Loop Status The current status of the specified loop is designated as one of the
following:

< OK - No error conditions are known.

e OFF - There are no known errors, but it has not been turned on
or set into operation.

= Not Installed — The loop is not installed in the component.

« Critical — A critical condition has been detected.

= Unrecoverable — An unrecoverable condition has been detected.
= Unknown — The sensor has failed or the loop status is not
available.

Loop Configuration The configuration of the specified loop is designated as either:
= Single Loop - A single loop configuration.
= Split Loop — A split loop configuration.

Loop Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a loop is not available (DOWN)
= When a loop is not installed (DOWN)
= When an unknown condition is detected (ALERT)
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Backplane Properties

To view backplane properties:
1. Display backplane icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.
¢. Double-click on the Backplanes icon to view individual backplane icons.

2. Select a backplane by clicking on it.
Backplane properties and descriptions are provided in TABLE 4-10.

TABLE 4-10 StorEdge A5x00 Backplane Properties

Property Description

Backplane Status The current status of the specified backplane is designated as one of
the following:
= OK - The backplane is installed and no error conditions are
known.
= OFF — The backplane is installed and there are no known errors,
but it has not been turned on or set into operation.
= Not Installed — The backplane is not installed in the component.
= Critical — A critical condition has been detected.
= Unrecoverable — An unrecoverable condition has been detected.
= Unknown — The sensor has failed or the backplane status is not
available.

Port A Status The current status of the specified backplane is designated as either:
= Enabled - Port A is enabled.
= Bypassed - Port A is bypassed.

Port B Status The current status of the specified backplane is designated as either:
= Enabled - Port B is enabled.
= Bypassed - Port B is bypassed.

Backplane Revision The revision level of the backplane.
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Backplane Rules

A system log message will be written under the following condition:

= When a backplane Port A or Port B is bypassed

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a backplane is disabled (DOWN)

= When a critical condition is detected (CRITICAL)

= When an unrecoverable condition is detected (CRITICAL)

= When an unknown condition is detected (ALERT)

= When the average temperature exceeds 60°C (CRITICAL)

Interface Board Properties

The interface board provides a Fibre Channel connection to the component.
Furnishing all intelligent controls for the array, the interface board supplies special
services to report and control the state of the component and its components—
sensing and setting the environmental service signals as required by conditions
inside the unit. The interface board interprets component service commands from
the host or the front panel module and performs the indicated component
management and sensing functions.

. Display interface board icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

c. Double-click on the Interface Boards icon to view individual interface board
icons.

. Select an interface board by clicking on it.
Interface Board properties and descriptions are provided in TABLE 4-11.
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TABLE 4-11  StorEdge A5x00 Interface Board Properties

Property Description
Interface Board The current status of the specified interface board is designated as
Status one of the following:
= OK - The interface board is installed and no error conditions are
known.

e OFF - The interface board is installed and there are no known
errors, but it has not been turned on or set into operation.

= Not Installed — The interface board is not installed in the
component.

« Critical — A critical condition has been detected.

< Unrecoverable — An unrecoverable condition has been detected.
« Unknown - The sensor has failed or the interface board status is
not available.

Interface Board Over  The current value of the specified interface board indicates if the
Temperature interface board is over temperature:

= True — The interface board is over temperature.

= False — The interface board is not over temperature.

Interface Board The current status of the specified interface board is designated as
Loop 0 Status either:

e OK - The loop has not failed.

= Failed — The loop has failed.

Interface Board The current status of the specified interface board is designated as
Loop 1 Status either:

e OK - The loop has not failed.

= Failed — The loop has failed.

Interface Board The revision level of the interface board.
Revision

Interface Board Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When an interface board is not available (DOWN)

= When an interface board fails due to the following reasons:
« Over temperature (CRITICAL)
« Loop 0 or 1 failure (ALERT)

= When an unknown condition is detected (ALERT)
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Motherboard Properties

To view motherboard properties:
. Display Motherboard icon in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.

. Select a Motherboard by clicking on it.
Motherboard properties and descriptions are provided in TABLE 4-12.

TABLE 4-12  StorEdge A5x00 Motherboard Properties

Property Description

Motherboard Status The current status of the motherboard is designated as one of the
following:
e OK - The motherboard is installed and no error conditions are
known.
e OFF - The motherboard is installed and there are no known
errors, but it has not been turned on or set into operation.
= Not Installed — The motherboard is not installed in the
component.
= Critical — A critical condition has been detected.
< Unrecoverable — An unrecoverable condition has been detected.
« Unknown - The sensor has failed or the motherboard status is

not available.
Motherboard The current status of the motherboard indicates if the motherboard
EPROM Status EPROM has failed:

e OK - The motherboard EPROM has not failed.
« Failed — The motherboard EPROM has failed.

Motherboard The revision level of the motherboard.
Revision

Motherboard Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a motherboard is not available (DOWN)
= When a motherboard fails due to EPROM failure (CRITICAL)
= When an unknown condition is detected (ALERT)
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Monitoring the StorEdge T300 Disk Tray

The Health Tab enables you to monitor the properties and status of selected
hardware FRUs. This section describes the individual properties and rules specific to
each FRU. Rules define the conditions under which you are notified through remote
reporting when monitoring the Health Tab components. Rule evaluations are
integrated into the Component Manager software.

“System Properties” on page 63
“System Rules” on page 68
= “Unit Properties” on page 68
= “Unit Summary” on page 70
= “Unit Rules” on page 70
= “Disk Properties” on page 71
= “Disk Rules” on page 72
= “LUN Properties” on page 73
= “LUN Rules” on page 76
= “Interconnect Card Properties” on page 76
= “Interconnect Card Rules” on page 78
= “Power Module Properties” on page 79
= “Power Module Rules” on page 80
= “Controller Properties” on page 81
= “Controller Rules” on page 82
= “Fibre SCSI Port Properties” on page 83
= “Fibre SCSI Rules” on page 85
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System Properties

To view the system properties:

. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

. Select the Health Tab.
. Select Physical View Tab.

. Select the system name text in the physical view.
System properties and values appear as in FIGURE 4-3.
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FIGURE 4-3 Health Tab, StorEdge T300 System Properties
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System properties and performance parameter descriptions are provided in
TABLE 4-15 an dTABLE 4-14 respectively.

TABLE 4-13  StorEdge T300 System Properties
Property Description
Status The current status of the system is designated as one of the

System Name
Revision

FRU Count
Ports

Fibre Ports
Volumes
Rebooted on
IP address
Subnet Mask
Gateway

Boot Delay (seconds)

Spin Delay (seconds)
Volumes

Cache mode

Cache mirror

following:

= OK - The system has no error conditions.

= Not OK - The system or one of the FRUs has an error. The
problem component will have a red image or be red text on physical
view.

= Degraded - The system or one of the FRUs are physically ok.
However something may be running in a degraded condition and
will be outlined in gold or gold text (for example, a disk may be
reconstructing, port is offline).

= Polling Failed — Component Manger could not communicate to
the system during a polling cycle. This may be a temporary
condition due to a network congestion.

< Connection Broken — Component Manager could not
communicate with a StorEdge T300 system for more than 2 minutes.
This is a serious condition because the system cannot be monitored.

The name of the system.

Firmware revision.

Total number of FRUs in system

Number of ports in system

Number of Fibre Ports

Number of LUNS defined.

The date and time of the most recent system reboot.
The IP address.

The subnet mask of the system.

The default gateway IP address.

The time delay during which time a user could strike a key
at the system console to interrupt EPROM boot process.

The drive spinup delay in seconds.
The number of volumes created in the unit [2].

The current system buffer cache mode. It can be one of the
following values: disabled, write through, write behind, auto.

The current system buffer cache mirror code. It can be either off or
auto.
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TABLE 4-13

StorEdge T300 System Properties (Continued)

Property

Description

Idle disk timeout
(hours)

Multi-pathing
Support

ONDG (Online
Diagnostics)

ONDG Time Slice
(seconds)

Read Ahead

Disk Reconstruction
Rate (1-16)

Unit Stripe Size
(bytes)

User
Vendor

Model

The number of hours, from 1-24, that a disk is permitted to be “idle”
(that is, without any 1/0 activity) before the system automatically
performs a seek on that disk.

The current multi-pathing support mode. It can be either none or
“read write”.

The current online loop diagnostic mode:
* “Off” - indicates that the on-line loop diagnostic is suspended.
* “Passive” - the on-line loop diagnostic executes only the
“monitor”
function.

* “Active” - the on-line loop diagnostic executes the “monitor”

function, and if link error(s) is detected, executes

the “find” function automatically.

The time-slice in seconds devoted to normal 1/0 between loop
diagnostic data pattern 1/0.

The number of consecutive contiguous read commands received
before triggering read-ahead. This feature is mainly useful when
host read requests are smaller than the system stripe unit size. For
example, consider the case where host read requests are 4K (8 SCSI
blocks), stripe unit size is 64K, sysReadAhead is 2. If the host issues
a read to block X, immediately followed by a read of block X+8, the
system will read all blocks starting at block X+8 to the end of the
stripe unit. If the host then issues a read to block X+16, this block
will most likely already be in the cache.

A value controlling the amount of “bandwidth” allocated to disk
reconstruction. The range of values is 1..16, where “1” allocates
the most amount of bandwidth to reconstruct (slowing down host
i/0), and “16” allocates the least amount of bandwidth to
reconstruct (least impact on host 1/0).

The current system stripe unit size. This is the amount of data
written to one disk before moving onto the next disk. This value is
changeable only if there are no created volumes. The stripe unit size
is also sometimes referred to as the block size; however, this block
size should not be confused with the SCSI block size as seen by the
host (which is always 512 bytes).

Specifies the current user login (only root and guest today).
The system vendor, that is, “SUN”.

The system model, that is, “T300”.
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TABLE 4-13  StorEdge T300 System Properties (Continued)

Property

Description

Current Time

Time Zone

Has volumes

The current date and time. The format of the string is: “Wed Mar 17
18:30:00 1999"

Specifies the time zone offset, that is, the difference between local
time and universal time (UTC). This value is expressed as a string in
the form “SHHMM?”, where S is the sign '+’ or ’-’. For example, for
Pacific Standard Time, use “-0800”. (For Pacific Daylight Time, use
“-0700".)

A flag indicating whether volumes have been defined.

TABLE 4-14 StorEdge T300 Performance Parameters

Property

Description

Blocks Read
Blocks Written
Total Blocks
Read Requests
Write Requests

Total Requests

Mbytes Read /
Second

Mbytes Written /
Second

Total Mbytes /
Second

Read Requests /
Second

Write Requests /
Second

Total Mbytes /
Second

The current number of blocks read (transmitted to) all host ports.
The current number of blocks written (received from) all host ports.
The current total number of blocks transferred via all host ports.
The current number of read requests received from all host ports.
The current number of write requests received from all host ports.

The current total number of read/write commands received from all
host ports.

The number of bytes/1,000,000 read per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 written per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 transferred per second during the
sampling period initiated by the monDoSample
submit function.

The number of read requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of write requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 transferred per second during the
sampling period initiated by the monDoSample
submit function.
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TABLE 4-14 StorEdge T300 Performance Parameters (Continued)

Property

Description

Read Requests /
Second

Write Requests /
Second

Total Requests /
Second

Read Hits in Cache
Write Hits in Cache

Read Misses in
Cache

Write Misses in
Cache

Stripe-write Stripe
Operation

Read-modify-write
Stripe Operation

Reconstruct-write
Stripe Operation

Total Mbytes /
Second

Mbytes Written /
Second

Mybtes Read /
Second

Total Requests

Write Requests
Read Requests
Total Blocks

Blocks Written

The number of read requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of write requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of read/write requests received per second during the
sampling period initiated by the monDoSample
submit function.

The current number of blocks read from cache.
The current number of new blocks written to the cache.

The current number of blocks read from disk into the cache.

The current number of new blocks written to the cache.

The current number of stripe-write stripe operations executed
by cache flush.

The current number of read-modify-write stripe operations
executed by cache flush.

The current number of reconstruct-write stripe operations
executed by cache flush.

The number of bytes/1,000,000 transferred per second during the
sampling period initiated by the monDoSample
submit function.

The number of bytes/1,000,000 written per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 read per second during the
sampling period initiated by the monDoSample submit
function.

The current total number of read/write commands received from all
host ports.

The current number of write requests received from all host ports.
The current number of read requests received from all host ports.
The current total number of blocks transferred via all host ports.

The current number of blocks written (received from) all host ports.
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TABLE 4-14 StorEdge T300 Performance Parameters (Continued)

Property Description
Blocks Read ‘The current number of blocks read (transmitted to) all host ports.
Total Requests / The number of read/write requests received per second during the
Second sampling period initiated by the monDoSample

submit function.
Write Requests / The number of write requests received per second during the
Second sampling period initiated by the monDoSample submit

function.

System Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When the system will shut down in n minutes (CRITICAL)

= When polling has failed (CAUTION)

= When the connection to the host has failed (CRITICAL)

= When Component Manager looses connection with a StorEdge T300 disk tray
during configuration (CAUTION)

= When any FRU is missing (ALERT)

= When a FRU has been missing for 30 minutes (CRITICAL

Unit Properties

To view the unit properties:

1. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

2. Select the Health Tab.
3. Select Physical View Tab.

4. Select the unit name text in the physical view.
Unit properties and values appear as in FIGURE 4-4.
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FIGURE 4-4 Health Tab, StorEdge T300 Unit Properties

Unit properties and descriptions are provided in TABLE 4-15.

TABLE 4-15 StorEdge T300 Unit Properties

Property

Description

FRU Status
Operational Status
Unit Id

Standby
Controller Unit
FRU Count

Ports

Fibre Ports

Volumes

The status of the FRU.

The state of the FRU.

The unit id string, for example, “ul”.

A flag indicating whether drive 9 in the unit is a standby.
A flag indicating whether the unit is a controller unit.
The total number of FRU’s in the unit [15].

The number of ports in the unit [1].

The number of Fibre Channel ports in this unit (currently matches
portCount).

The number of volumes created in the unit [2].
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TABLE 4-15 StorEdge T300 Unit Properties (Continued)

Property Description

Identification The FRU id string, for example, “ulpcu2”.

Errors The number of errors for a FRU.

Vendor The FRU vendor id string, for example, “SUNW?”.
Model The FRU model id string.

Revision The FRU revision string.

Serial Number The FRU serial number string.

Unit Summary

The current unit component status is designated as one of the following:

»  OK - The unit components are installed and no error conditions are known

= NOT OK - Some (or all) of the unit components are not in an OKstate

» DEGRADED - There has been a loss of redundant functionality (that is, a controller, disk,
power supply, or interconnect cable or card.

Unit Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When any FRU is missing (ALERT)
= When a FRU has been missing for 30 minutes (CRITICAL)
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Disk Properties

To view disk properties:

. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

. Select the Health Tab.

. Select Physical View Tab.

. Select the disk FRU in the physical view.
Disk properties are displayed as in FIGURE 4-5.
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FIGURE 4-5 Health Tab, StorEdge T300 Disk Properties
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Disk properties and descriptions are provided in TABLE 4-16.

TABLE 4-16 StorEdge T300 Disk Properties

Property Description

FRU Status The FRU status.

Operational State The FRU state.

Part of Volume A flag indicating if this disk has been defined as part of a volume.
Temperature Temperature in Celsius.

Port-1 State The status the disk FRU via the disk’s interface port 1.
Port-2 State The status the disk FRU via the disk’s interface port 2.
Capacity The number of bytes/1,000,000 of storage on the disk FRU.
Identification The FRU id string, for example, “uld1”.

Errors The number of errors for a FRU.

Vendor The FRU vendor id string, for example, “SUNW?”.

Model The FRU model id string.

Revision The FRU revision string.

Serial Number The FRU serial number string.

Disk Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a disk drive has been removed (ALERT)

= When a disk drive is disabled (ALERT)

= When the system area of disk drive is bad (ALERT)

= When attempting to being a newly-installed disk on-line (CAUTION)
= When there is a disk error (ALERT)
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LUN Properties

To create LUNS, see “Creating LUNs” on page 31. To clear LUN statistics, see “To
Clear LUN Statistics” on page 38.

To view LUN properties:

1. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

2. Select the Health Tab.
3. Select Logical View Tab.

4. Select the LUN in the Existing LUNSs list.
Disk properties are displayed as in FIGURE 4-6.
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LUN properties and performance parameters are provided in TABLE 4-17 and
TABLE 4-18 respectively.

TABLE 4-17 StorEdge T300 LUN Properties

Property Description

Name The LUN name.

Status The status of the LUN (that is, mounted, unmounted, initializing,

World Wide Name
Cache Mode
Cache Minor
Capacity

Array Width
RAID level

Disabled disk id
Substituted disk id
Current Operation

Operation progress
(%)

etc.).

Unique identifier.

Off, writebehind, writethrough or auto.

The current system buffer cache mirror mode: on or off.
The number of bytes/1,000,000 of storage on the LUN.
The number of disks the LUN spans

The RAID level the LUN was created with. See TABLE 3-3 on
page 3-33 for RAID definitions.

FRU id of disabled disk.
FRU id of disk being substituted for disabled disk.
Mounted, unmounted, initialized, created

Percentage of operation completed.

TABLE 4-18

StorEdge T300 LUN Performance Parameters

Property

Description

Total Requests

Write Requests
Read Requests
Total Blocks
Blocks Written
Blocks Read
Soft Errors
Hard Errors

Firm Errors

The current total number of read/write commands received from all
host ports.

The current number of write requests received from all host ports.
The current number of read requests received from all host ports.
The current total number of blocks transferred via all host ports.
The current number of blocks written (received from) all host ports.
‘The current number of blocks read (transmitted to) all host ports.
Number of errors in which a disk retry succeeded.

Number of times input or output failed for a LUN.

Number of stripe parity replacements but successful come backs.
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TABLE 4-18

StorEdge T300 LUN Performance Parameters (Continued)

Property

Description

Cache Write Hits

Cache Write Misses
Cache Read Hits
Cache Read Misses
Cache RMW Flushes

Cache Recon Flushes

Cache Stripe Flushes

Total Requests /
Second

Write Requests /
Second

Read Requests /
Second

Total Mbytes /
Second

Mbytes Written /
Second

Mybtes Read /

The current number of blocks in the cache re-written before the
previous contents have been written to disk.

The current number of new blocks written to the cache.
The current number of blocks read from cache.
The current number of blocks read from disk into the cache.

The current number of read-modify-write stripe operations
executed by cache flush.

The current number of reconstruct-write stripe operations executed
by cache flush.

The current number of stripe-write stripe operations executed by
cache flush.

The number of read/write requests received per second during the
sampling period initiated by the monDoSample
submit function.

The number of write requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of read requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 transferred per second during the
sampling period initiated by the monDoSample
submit function.

The number of bytes/1,000,000 written per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 read per second during the

Second sampling period initiated by the monDoSample submit
function.

TABLE 4-19 LUN Disk Status

Property Description

Disk Id The FRU id string, for example, “uld1”.

State The FRU state.

Status The FRU status.

In Standby Whether the FRU is defined as the standby (hot spare) disk.
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LUN Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a disk drive has been removed (ALERT)

= When a disk drive is disabled (ALERT)

= When the system area of disk drive is bad (ALERT)

= When soft, firm or hard errors are increasing in frequency (ALERT)

= When LUN status changes (CAUTION)

= When loosing connection with a unit while performing a LUN operation
(CAUTION)

= When another user is creating a LUN

Interconnect Card Properties

To view interconnect properties:

. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

. Select the Health Tab.
. Select Physical View Tab.

. Select the loop FRU in the physical view.

Interconnect Properties are displayed as in FIGURE 4-7.
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FIGURE 4-7 Health Tab, StorEdge T300 Interconnect Card Properties

Loop properties and descriptions are provided in TABLE 4-20.

TABLE 4-20 StorEdge T300 Interconnect Properties

Property

Description

FRU Status

Operational Status

Loop Mode

Loop Card Cable-1 State
Loop Card Cable-2 State
Identification

Errors

Vendor

The FRU status.

The FRU state.

The current operational mode of the loop card FRU
The status of the interconnect cable.

The status of the interconnect cable.

The FRU id string, for example, “ull2”.

The number of errors for a FRU.

The FRU vendor id string, for example, “SUNW”.
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TABLE 4-20 StorEdge T300 Interconnect Properties (Continued)

Property Description

Model The FRU model id string.
Revision The FRU revision string.
Serial Number The FRU serial number string.

Interconnect Card Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

When a interconnect card is not available (ALERT)
When a interconnect cable is not installed (ALERT)
When an interconnect cable is missing (ALERT)
When an interconnect card is disabled (ALERT)
When an interconnect card has an error (ALERT)
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Power Module Properties

To view power module properties:

. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

. Select the Health Tab.
. Select Physical View Tab.

. Select the power module FRU in the physical view.
Power Module properties are displayed as in FIGURE 4-8.
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FIGURE 4-8 Health Tab, StorEdge T300 Power Module Properties
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Power Module properties and descriptions are provided in TABLE 4-21.

TABLE 4-21  StorEdge T300 Power Module Properties

Property

Description

FRU Status
Operational Status
Output

Source
Temperature
Battery Life (hours)
Battery Life Used
Battery State
Fan-1 State

Fan-1 State
Identification
Errors

Vendor

Model

Revision

Serial Number

The FRU status.

The FRU state.

The current power output state of the power/cooling FRU.
The current power input source of the power/cooling FRU.
The current power temperature state of the power/cooling FRU.
The expected battery life.

The hours of battery life used.

The current state of fan 1 in the power/cooling FRU.

The current state of fan 1 in the power/cooling FRU.

The current state of fan 2 in the power/cooling FRU.

The FRU id string, for example, “ulpcu2”.

The number of errors for a FRU.

The FRU vendor id string, for example, “SUNW”.

The FRU model id string.

The FRU revision string.

The FRU serial number string.

Power Module Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a power supply unit is missing (ALERT)

= When a power supply unit is over temperature (ALERT)

= When a fan fault exists on a power supply unit (ALERT)

= When the DC of a power supply unit is not OK (ALERT)

= When a power supply unit has been disabled (ALERT)

= When a power supply unit is off (ALERT)

= When a power supply unit has switched to battery for a power source (ALERT)
= When a battery is missing from a power supply unit (ALERT)

= When a battery is fully drained or approaching total battery life (ALERT)

= When the power supply unit has an error (ALERT)
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Controller Properties

To view controller properties:

1. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

2. Select the Health Tab.
3. Select Physical View Tab.

4. Select the controller FRU in the physical view.
Controller properties are displayed as in FIGURE 4-9.
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FIGURE 4-9 Health Tab, StorEdge T300 Controller Properties
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Controller properties and descriptions are provided in TABLE 4-22.

TABLE 4-22 StorEdge T300 Controller Properties

Property

Description

FRU Status
Operational Status

CPU Description

Operational State
Role

Partner ldentification
Cache Size
Console Baud Rate
Can Be Disabled
Identification
Errors

Vendor

Model

Revision

Serial Number

The FRU status.
The FRU state.

A description of the controller CPU type, for example, “PowerPC
603"

The current state of the controller FRU.

The current operational role of this controller FRU.

In a dual controller system, the partner controller’s FRU id.
The cache size in bytes/1,000,000.

Data transfer rate from unit to console.

A flag indicating whether the controller may be disabled.
The FRU id string, for example, “ulctr”.

The number of errors for a FRU.

The FRU vendor id string, for example, “SUNW”.

The FRU model id string.

The FRU revision string.

The FRU serial number string.

Controller Rules

A system log message will be written and an alarm message will be generated (also

triggering a remote support notification) under the following conditions:

= When a controller is missing (ALERT)
= When a controller has been disabled (ALERT)
= When an controller role change (master, slave, alternate master) takes place

(ALERT)

= When a controller error has been detected (ALERT)
= When connection is lost during an enable/disable operation (CAUTION)
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Fibre SCSI Port Properties

To view fibre SCSI port properties:

. Display the component icon in the navigation pane.

If the component icons are not already visible, double-click on Component Manager
to view the component icons.

. Select the Health Tab.
. Select Physical View Tab.

. Select the “Fibre SCSI port” text in the physical view.
Fibre SCSI Port properties are displayed as in FIGURE 4-10.
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Fibre SCSI Port properties and performance parameter descriptions are provided in
TABLE 4-23 and TABLE 4-24 respectively.

TABLE 4-23

StorEdge T300 Fibre SCSI Port Properties

Property

Description

Operational Status
Fibre Alpa Mode
Alpa Port
Identification
Errors

Type

FRU Id

Sun Host

The current port status.

The ALPA mode of the port.

The ALPA of the port when the ALPA mode is “hard”.
The port id string, for example, “ulpl”.

Number of errors.

The current port type.

The controller FRU id string which contains this port.

A flag indicating whether this port is connected to a Sun host.

TABLE 4-24 StorEdge T300 Fibre SCSI Performance Parameters

Property

Description

Total Requests

Write Requests
Read Requests
Total Blocks
Blocks Written
Blocks Read

Total Requests /
Second

Write Requests /
Second

Read Requests /
Second

Total Mbytes /
Second

The current total number of read/write commands received from all
host ports.

The current number of write requests received from a host ports.
The current number of read requests received from a host ports.
The current total number of blocks transferred via a host ports.
The current number of blocks written (received from) a host ports.
‘The current number of blocks read (transmitted to) a host ports.

The number of read/write requests received per second during the
sampling period initiated by the monDoSample
submit function.

The number of write requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of read requests received per second during the
sampling period initiated by the monDoSample submit
function.

The number of bytes/1,000,000 transferred per second during the
sampling period initiated by the monDoSample
submit function.
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Fibre SCSI Rules

A system log message will be written and an alarm message will be generated (also
triggering a remote support notification) under the following conditions:

= When a port is not available (DOWN)

= When an unknown condition is detected (ALERT)

= When unable to contact host (CAUTION)

= When connection is lost during a configuration operation (CAUTION)
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CHAPTER 5

Controlling with Component
Manager

The Control Tab allows you to control the status of selected hardware components.

This section has the following subsections:

= “Controlling the StorEdge A5x00” on page 87
= “Controlling the StorEdge T300” on page 91

Controlling the StorEdge A5x00

This section discusses using the Control Tab with the StorEdge A5x00

“To Control Disks” on page 87
“To Control Backplanes” on page 89

v To Control Disks

1. Display the disk icons in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the enclosure name to display subcomponents.
¢. Double-click on the Disks icon to view individual disk icons.

2. Select a disk by clicking on it.
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3. Select the Control Tab (see FIGURE 5-1).

Select the appropriate button at the bottom of the window to do one of the
following:

Power Up - Sets the drive to its normal start-up state.

Power Down - Sets the disk to the drive off/unmated state. In this state, the disk
is stopped and in bypass (power-save) mode. Power down a disk only when
performing diagnostics or when you need to actually replace the disk.

Blink LED - Requests the drive to begin blinking the LED associated with the
disk.

Stop Blink LED - Requests the drive to disable (turn off) the LED associated with
the disk.

Bypass Port A - Bypasses port A of the disk.
Bypass Port B — Bypasses port B of the disk.
Enable Port A - Enables port A of the disk.
Enable Port B - Enables port B of the disk.
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Sumn StorEdge(TM) Management Console
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FIGURE 5-1 StorEdge A5x00 Disk Control Window
v To Control Backplanes
1. Display the backplane icons in the navigation pane.
a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.
b. Double-click on the enclosure name to display subcomponents.
¢. Double-click on the Backplanes icon to view individual backplane icons.
2. Select a backplane by clicking on it.
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3. Select the Control Tab (see FIGURE 5-2).
Select the appropriate button at the bottom of the window to do one of the
following:
= Bypass Port A - Bypasses port A of the backplane.
= Bypass Port B - Bypasses port B of the backplane.
= Enable Port A - Enables port A of the backplane.
= Enable Port B - Enables port B of the backplane.

FIGURE 5-2 StorEdge A5x00 Backplane Control Window
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Controlling the StorEdge T300

This section discusses using the Control Tab with the StorEdge T300.
= “To Control the StorEdge T300 Controller” on page 91

v To Control the StorEdge T300 Controller

If the system consists of two or more units, you can enable or disable a controller.
You cannot, however, disable a controller on a singe unit system.

1. Display the component icon in the navigation pane.

a. Double-Click on Component Manager in the Navigation Pane to display
enclosure icons.

b. Double-click on the StorEdge t300 system name.
2. Select the Control Tab.

3. Select the controller in the Physical Pane (see FIGURE 5-3).
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4. Select the attribute or its value

5. Select the appropriate button at the bottom of the window.
If the controller belongs to a “single controller unit system” then both these
operations are disallowed.
= Disabled

« If this is an “enabled” controller on the master controller unit and if there
exists an “enabled” controller on the alternate master unit then only the
“Disable” operation is allowed.

« If this is an “enabled” controller on the master controller unit and if there
exists a “disabled” controller on the alternate master unit then both operations
are disallowed.

« If this is an “enabled” controller on an expansion unit or an alternate master
unit then only the “Disable” is allowed.
= Enable.

« If this is a “disabled” controller on an expansion unit or an alternate master
unit then only the “Enable” is allowed.
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CHAPTER 6

Troubleshooting

This chapter addresses potential scenarios in which troubleshooting may be
necessary. The troubleshooting issues are described within the following categories:

= “Error Messages” on page 94
“Common Problems” on page 96

93



Error Messages

You may encounter the following error message when using Sun StorEdge
Component Manager.

Station Connection

# ./lesm_mcboot -v start

MCBoot: INFO: starting realm "StoreX" on station "MCStation"

MCBoot: INFO: realm "StoreX" on station "MCStation" - started

MCBoot: INFO: connecting station "MCStation" to remote stations on realm
"StoreX"

MCBoot: INFO: building InetStationAddress for all hosts

MCBoot: INFO: building InetStationAddress for host "localhost”

Description

The management class station cannot establish a connection to the managed object
station.

User Action

Caution — When the system is rebooted it is important to note that all Alarms that
have not been addressed (that is, deleted via the alarm viewer prior to reboot) will
be re-issued. The email notification of these alarm events will also be re-generated.

1. Become root.

2. Stop any currently running management class and managed object stations:

# lusr/opt/SUNWesm/shin/esm_mchboot stop
# lusr/opt/SUNWesm/shin/esm_moboot stop
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. Start the managed object station:

# lusr/opt/SUNWesm/sbin/esm_moboot -v start

Wait until you see the following message before proceeding to the next step:

“MOBoot: INFO: realm “StoreX” on station “MOStation” - booted”

. Start the management class station:

# Jusr/opt/SUNWesm/shin/esm_mcboot -v start

Wait until you see the following message before proceeding to the next step:

“MCBoot: INFO: realm “StoreX” on station “MCStation” - booted”

. Type the following commands:

# lusr/opt/SUNWesm/shin/esm_em_moboot start

# lusr/opt/SUNWesm/shin/esm_em_mcboot start

. Start the Sun StorEdge Management Console:

# lusr/opt/SUNWesm/bin/esm_gui &

Chapter 6  Troubleshooting 95



Common Problems

The following common problems are known to exist for this version of Sun StorEdge
Component Manager.

“Remote Reporting” on page 96
= “Too Many Email Messages or Alarms” on page 96
= “Powering Down Disks” on page 97
= “Full Disk in Log Directory” on page 98
= “Sun StorEdge Management Console Does Not Launch™ on page 99
= “Splash Screen Appears Followed by a Dialog Box” on page 101

Remote Reporting

After enabling remote reporting under the Configuration Tab, alarm messages are
not being sent to designated email addresses and are not logged to designated log
files.

User Action

Be sure to press Return and then the Apply button after entering or editing email
addresses or log file locations. This will enable your updates to be retained and take
effect.

Too Many Email Messages or Alarms

Excessive alarm messages are being sent to the Log Viewer and Alarm Viewer.

User Action

= Regularly handle and delete alarms

= Do not configure CAUTION alarms for notification

= Be certain to handle alarms before rebooting otherwise they will be reissued.
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Powering Down Disks

Administrator is uncertain when it is okay to power down a disk.

User Action

Power down a disk only when performing diagnostics or when you need to replace
the disk.

Before powering down a disk, make sure that the disk is not mounted by any file
system or being used by any application (for example, volume manager software,
Solstice DiskSuite™ software, a database server, and so on).
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Full Disk in Log Directory

The disk space is full in the log directory.

User Action

1. Become root.

2. Copy the following files in /var/opt/'SUNWesm/mc/log to another directory:

= Logging.log
= Trace.log

3. Remove the log files from /var/opt/SUNWesm/mc/log

4. Stop any currently running management class and managed object stations:

# lusr/opt/SUNWesm/shin/esm_mcboot stop
# Jusr/opt/SUNWesm/shin/esm_moboot stop

5. Start the managed object station:

# lusr/opt/SUNWesm/sbhin/esm_moboot -v start

Wait until you see the following message before proceeding to the next step:

“MOBoot: INFO: realm “StoreX” on station “MOStation” - booted”

6. Start the management class station:

# lusr/opt/SUNWesm/sbin/esm_mcboot -v start

Wait until you see the following message before proceeding to the next step:

“MCBoot: INFO: realm “StoreX” on station “MCStation” - booted”
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7. Type the following commands:

# lusr/opt/SUNWesm/shin/esm_em_moboot start

# lusr/opt/SUNWesm/shin/esm_em_mcboot start

8. Start the Sun StorEdge Management Console:

# lusr/opt/SUNWesm/bin/esm_gui &

Sun StorEdge Management Console Does Not
Launch

When attempting to start the Sun StorEdge Management Console, only the following

error dialogue pops up:

Console: ERROR: no MCStation found on realm StoreX on host(s) specified: “localhost”

User Action
Stop and restart the management stations:
1. Become root.

2. Stop any currently running management class and managed object stations:

# lusr/opt/SUNWesm/sbin/esm_mcboot stop
# lusr/opt/SUNWesm/sbin/esm_moboot stop
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3. Start the managed object station:

# lusr/opt/SUNWesm/sbin/esm_moboot -v start

Wait until you see the following message before proceeding to the next step:

“MOBoot: INFO: realm “StoreX” on station “MOStation” - booted”

4. Start the management class station:

# Jusr/opt/SUNWesm/shin/esm_mcboot -v start

Wait until you see the following message before proceeding to the next step:

“MCBoot: INFO: realm “StoreX” on station “MCStation” - booted”

5. Type the following commands:

# lusr/opt/SUNWesm/shin/esm_em_moboot start

# lusr/opt/SUNWesm/shin/esm_em_mcboot start

6. Start the Sun StorEdge Management Console;

# lusr/opt/SUNWesm/bin/esm_gui &
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Splash Screen Appears Followed by a Dialog Box

The initial GUI spash screen comes up.

Sursing Swhun

After about 2-3 minutes a dialog box comes up which tells user that there is no MC
station running.

e Console: ERROR: no MCStation found on realm StoreX on hostis) specified: "localhost"

oK

User Action
Stop and restart the management stations:

1. Become root.

2. Stop any currently running management class and managed object stations:

# lusr/opt/SUNWesm/sbin/esm_mcboot stop
# lusr/opt/SUNWesm/sbin/esm_moboot stop
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3. Start the managed object station:

# lusr/opt/SUNWesm/sbin/esm_moboot -v start

Wait until you see the following message before proceeding to the next step:

“MOBoot: INFO: realm “StoreX” on station “MOStation” - booted”

4. Start the management class station:

# Jusr/opt/SUNWesm/shin/esm_mcboot -v start

Wait until you see the following message before proceeding to the next step:

“MCBoot: INFO: realm “StoreX” on station “MCStation” - booted”

5. Type the following commands:

# lusr/opt/SUNWesm/shin/esm_em_moboot start

# lusr/opt/SUNWesm/shin/esm_em_mcboot start

6. Start the Sun StorEdge Management Console;

# lusr/opt/SUNWesm/bin/esm_gui &
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Glossary

C

Controller Unit (CU)

E

Expansion Unit (EU)

F

Fibre Channel
Arbitrated Loop (FC-
AL)

Field Replaceable Unit
(FRU)

A StorEdge T300 disk tray, which includes a controller card. The controller
card has the FC-AL host interfaces.

A StorEdge T300 disk tray without a controller card.

A 100 MB/s serial channel, which allows connection of multiple devices (disk
drives and controllers).

The FRU is a component that is easily removed and replaced by a Client
Service Engineer (CSE), by design.
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G

Gigabyte (GB)

H

Hot-plug

Input/Output
Operations Per Second
(10PS)

LUN

M

Managed Class
Station

Managed Object
Station

Megabyte (MB)

Megabytes per second
(MBI/s)

One gigabyte is equal to one billion bytes (1x109).

This is the capability of a Field Replaceable Unit (FRU) to be removed and
replaced while the system remains powered on and operational.

This is a performance measurement of the transaction rate.

Logical Unit Number.

Managed class daemon.

Managed object daemon.

One megabyte is equal to one million bytes (1x106).

A performance measurement of the sustained data transfer rate.
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P

Power/cooling Unit A component (FRU) in the StorEdge T300 disk tray. It contains a power supply,
cooling fans, and an integrated UPS battery. There are two power/cooling
units in a StorEdge T300 disk tray.

R

Redundant Array of
Independent Drives
(RAID) A configuration in which multiple drives are combined into a single virtual
drive, in order to improve performance and reliability.

S

Simple Network
Management Protocol
(SNMP) A network management protocol designed to give a user the capability to
remotely manage a computer network.

U

Uninterruptable Power
Source (UPS) This is a component within the power/cooling unit. It supplies power from a
battery in the case of an AC power failure.
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C
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control buttons
backplane, 90, 92
disk, 88
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Controlling the A5x00, 87

D
Discovery Mode
selecting, 23
disk
full, 98
power down, 97

E

enclosure
monitoring, 2
name, 24

error messages, 94
station connection, 94

F
file monitoring
A5x00
disk, 49
GBIC, 52

L

log

messages, 12

viewer icon, 8
Log Viewer, 12
LUN

creating, 31
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deleting, 38
initializing, 36
mounting, 37
unmounting, 38
LUN Operations, 31
LUN statistics
clearing, 38

M

maintenance mode
disabling, 22
matching string patterns
disk file monitoring, 49
GBIC file monitoring, 52
messages
see error messages, 94
Monitoring, 41
monitoring
Component Manager, 41

O

online help
icon, 8
search, 14
window elements, 15

P

properties

A5x00
backplane, 58
disk, 47
fan, 56
GBIC, 50
interface board, 59
loop, 57
motherboard, 61
power supply, 53
subsystem, 45
temperature, 54

T300
controller, 81
disk, 71

R

fibre SCSI port, 83
interconnect card, 76
LUN, 73

power module, 79
unit, 68

RAID

configuration limitations, 33
definitions, 33

remote reporting

description, 3

email notification, 20
enabling, 18

log file, 20

severity levels, 18

rules

S

A5x00, 47
backplane, 59
disk, 49
fan, 56
GBIC, 52
interface board, 60
loop, 57
motherboard, 61
power supply, 54
temperature, 55

defined, 44

loop, 78

power supply, 80

T300
controller, 82
defined, 62
disk, 72
fibre SCSI, 85
interconnect card, 78
LUN, 76
power module, 80
system, 68
unit, 70

Solaris support, 3
status
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A5x00, 45 setting, 27
backplane, 58
disk, 48
fan, 56
GBIC, 51
interface board, 60
loop, 57
motherboard, 61
power supply, 53
temperature, 55
T300
controller, 82
disk, 72
fibre SCSI port, 84
interconnect card, 77
LUN, 74
power module, 80
system, 64
string patterns
disk file monitoring, 49
GBIC file monitoring, 52
summary
T300
unit, 70
Sun StorEdge Management Console
alarm status buttons, 6
application tabs, 6
expanders, 6
launching, 6
navigation pane, 6
pane divider, 6
resizing, 7
toolbar, 6
toolbar icons, 8
system properties
T300, 63

T

T300
configuring, 27
controlling the controller, 91
Fibre SCSI port
setting, 30
polling
configuring, 38
property values
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	TABLE�4�21 StorEdge T300 Power Module Properties�


	Power Module Rules
	Controller Properties
	1. Display the component icon in the navigation pane.
	2. Select the Health Tab.
	3. Select Physical View Tab.
	4. Select the controller FRU in the physical view.
	FIGURE�4�9 Health Tab, StorEdge T300 Controller Properties
	TABLE�4�22 StorEdge T300 Controller Properties�


	Controller Rules
	Fibre SCSI Port Properties
	1. Display the component icon in the navigation pane.
	2. Select the Health Tab.
	3. Select Physical View Tab.
	4. Select the “Fibre SCSI port” text in the physical view.
	FIGURE�4�10 Health Tab, StorEdge T300 Fibre SCSI Port Properties
	TABLE�4�23 StorEdge T300 Fibre SCSI Port Properties�
	TABLE�4�24 StorEdge T300 Fibre SCSI Performance Parameters�


	Fibre SCSI Rules
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	Controlling with Component Manager


	Controlling the StorEdge A5x00
	To Control Disks
	1. Display the disk icons in the navigation pane.
	a. Double-Click on Component Manager in the Navigation Pane to display enclosure icons.
	b. Double-click on the enclosure name to display subcomponents.
	c. Double-click on the Disks icon to view individual disk icons.

	2. Select a disk by clicking on it.
	3. Select the Control Tab (see FIGURE�5�1).
	FIGURE�5�1 StorEdge A5x00 Disk Control Window


	To Control Backplanes
	1. Display the backplane icons in the navigation pane.
	a. Double-Click on Component Manager in the Navigation Pane to display enclosure icons.
	b. Double-click on the enclosure name to display subcomponents.
	c. Double-click on the Backplanes icon to view individual backplane icons.

	2. Select a backplane by clicking on it.
	3. Select the Control Tab (see FIGURE�5�2).
	FIGURE�5�2 StorEdge A5x00 Backplane Control Window



	Controlling the StorEdge T300
	To Control the StorEdge T300 Controller
	1. Display the component icon in the navigation pane.
	a. Double-Click on Component Manager in the Navigation Pane to display enclosure icons.
	b. Double-click on the StorEdge t300 system name.

	2. Select the Control Tab.
	3. Select the controller in the Physical Pane (see FIGURE�5�3).
	FIGURE�5�3 StorEdge T300 Controller Window

	4. Select the attribute or its value
	5. Select the appropriate button at the bottom of the window.
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	Error Messages
	Station Connection
	Description
	User Action
	1. Become root.
	2. Stop any currently running management class and managed object stations:
	3. Start the managed object station:
	4. Start the management class station:
	5. Type the following commands:
	6. Start the Sun StorEdge Management Console:



	Common Problems
	Remote Reporting
	User Action

	Too Many Email Messages or Alarms
	User Action

	Powering Down Disks
	User Action

	Full Disk in Log Directory
	User Action
	1. Become root.
	2. Copy the following files in /var/opt/SUNWesm/mc/log to another directory:
	3. Remove the log files from /var/opt/SUNWesm/mc/log.
	4. Stop any currently running management class and managed object stations:
	5. Start the managed object station:
	6. Start the management class station:
	7. Type the following commands:
	8. Start the Sun StorEdge Management Console:


	Sun StorEdge Management Console Does Not Launch
	User Action
	1. Become root.
	2. Stop any currently running management class and managed object stations:
	3. Start the managed object station:
	4. Start the management class station:
	5. Type the following commands:
	6. Start the Sun StorEdge Management Console:


	Splash Screen Appears Followed by a Dialog Box
	User Action
	1. Become root.
	2. Stop any currently running management class and managed object stations:
	3. Start the managed object station:
	4. Start the management class station:
	5. Type the following commands:
	6. Start the Sun StorEdge Management Console:
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	C
	Controller Unit (CU)

	E
	Expansion Unit (EU)

	F
	Fibre Channel Arbitrated Loop (FC- AL)
	Field Replaceable Unit (FRU)

	G
	Gigabyte (GB)

	H
	Hot-plug

	I
	Input/Output Operations Per Second (IOPS)

	L
	LUN

	M
	Managed Class Station
	Managed Object Station
	Megabyte (MB)
	Megabytes per second (MB/s)

	P
	Power/cooling Unit

	R
	Redundant Array of Independent Drives (RAID)

	S
	Simple Network Management Protocol (SNMP)

	U
	Uninterruptable Power Source (UPS)
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